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CIV E 711 - COMPUTER-AIDED PROJECT ORGANIZATION & MANAGEMENT

Instructor:  Dr. Tarek Hegazy, CPH 2369CG, Ext.: 32174, E-mail: tarek@uwaterloo.ca

Description:

Application of traditional and Artificial Intelligence-based computerized tools for effectively managing
the time, money, and resources of projects. It covers: review of the CPM method, project management
software, optimization using Excel Solver, Expert Systems, Neural Networks, OOP programming,
Genetic Algorithms, Fuzzy Logic, integrated project management tools, Asset Management Systems,
various case studies and hands-on computer workshops. The course involves assignments, computer
workshops, a project, and a final examination.

Suqggested Texts:

(1) Hegazy 2002, “Computer-Based Construction Project Management,” Prentice Hall.

(2) Negnevitsky, M. 2005 “Artificial Intelligence” A guide to intelligent systems, 2" Ed., Addison

Wesley.

(3) Hendrickson, C. and Au, T. “Project management for Construction: Fundamental Concepts for
Owners, Engineers, Architects, and Builders,” Prentice Hall, 1989.

(4) Ahuja, H.N. “Construction Performance Control by Networks,” John Wiley & Sons, 1976.

(5) Clough, R.H. and Sears, E. “Construction Project Management,” Second Edition, John Wiley &
Sons, Toronto, 1979.

Tentative Content:

Week Subject

e |ntroduction to Project Management.

¢ Optimization using Excel Solver.

e EasyPlan & Microsoft Project Software.

e Genetic Algorithms.
Al & Expert Systems.

o Neural Networks.

e Fuzzy Logic.
o Hybrid Al tools.

o Asset Management.
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Class presentations.
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References on Project Management:

e Books on Project Management and Construction Management;

o Trade magazines (e.g., ENR);

e International journals such as:

(0]

(0]

(0]

Construction Engineering and Management (ASCE);
Computing in Civil Engineering (ASCE);
Infrastructure Systems (ASCE);

Computer-Aided Civil and Infrastructure Engineering;
Automation in Construction;

Cost Engineering (AACE);

Construction Management and Economics;
Knowledge-Based Systems;

Quality in Maintenance & Engineering; and

Computers in Industry.

o Databases such as "current contents" , "compendex" & "CISTI";

« International organizations such as Project Management Institute (PMI) and American
Association of Cost Engineers (AACE);

e A lot of computer software programs;

e Internet search;

e News groups; and

o Government publications such as statistics Canada, etc.
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Interesting Project Management Proverbs:

- If you fail to plan, you plan to fail.

- There are no good project managers - only lucky ones. The more you plan the luckier you get.

- Fast - cheap - good: you can have any two, not all three.

- Be realistic. If it takes 1 person 1 hour to go to Toronto, it does not take half an hour from 2 people.
- The person who says it will take the longest and cost the most is the most knowledgeable.

- The most valuable and least used WORD in a project manager's vocabulary is "NO".

- The most valuable and least used PHRASE in a project manager's vocabulary is "l don't know".

- If it happens once it's ignorance, if it happens twice it's neglect, if three times it's policy.

- You can get someone to commit to a strict deadline, but you cannot get him into meeting it.

- A badly planned project will take three times than expected - a well planned project only twice.

- The sooner you get behind schedule, the more time you have to make it up.

- A problem shared is a buck passed.

- Of several possible interpretations of a communication, the least convenient is the correct one.

- If everything is going exactly to plan, something somewhere is going massively wrong.

- Project management tools are used most for predicting, not preventing, cost & schedule overruns.
- For a project manager, overruns are as certain as death and taxes.

- Some projects finish on time in spite of project management best practices.

- When the project’s paperwork weighs as much as the project itself, the project is complete.

- If you can interpret project status in several different ways, the most painful will be correct.

- A project ain't over until the fat cheque is cashed.

- No project has ever finished on time, within budget, to requirement - yours won't be the first.

- Good control reveals problems early - which means you'll have longer to worry about them.

- If it can go wrong, it will - Murphy's Law.

- Work expands to fill the time available for its completion - Parkinson's Law.

- The common 7 phases of a project are: Wild enthusiasm; Disillusionment; Confusion; Panic; Search

for the guilty; Punishment of the innocent; and Promotion of non-participants.
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CIVE 711- Current Research Areas

Current Research Trends
Journal of Computing in Civil Engineering, ASCE, 20(1), 2006

S

MNMumber

Topic Topic of papers
. . ) Modeling 51
Pericd 3 (19972003 ) Neural nerworks 0
Meural networks Expert systems 46
Algorithms Design 34
Fu ZZY sels }!nflgnnmms 31
. Knowledge based systems 28
Modeling Simulation 26
Imaging techniques Computer software 24
Gp[]l.'l‘.l.i.zﬂljl:ll.'l Computer programs 19
- . ) Automation 18
Geopraphic information systems Optimization T
Decision support systems Geographic infomation systems 14
Scheduling Structural design la
C'Clﬂ'.lpl.‘ltEJ’ sofiwmarns Deacizion support systems 15
Scheduling 15
Object oriented languages 13
. Fuzzy sets 13
Titles of research papers as of 2005 i rocomputers =
Imaging techniques 10

ASCE
Computerized System for Efficient Delivery of Infrastructure Maintenance/Repair Programs
Work Continuity Constraints in Project Scheduling
Object-Oriented Scheduling for Repetitive Projects with Soft Logics
Use of a WBS Matrix to Improve Interface Management in Projects
Module-Based Construction Schedule Administration for Public Infrastructure Agencies
Finance-Based Scheduling of Construction Projects Using Integer Programming
Effective Practice Utilization Using Performance Prediction Software
Flexible Work Breakdown Structure for Integrated Cost and Schedule Control
Planning and Scheduling Highway Construction
Accuracy of Highway Contractor’'s Schedules
Fuzzy Logic Approach for Activity Delay Analysis and Schedule Updating
Critical Path Method with Multiple Calendars
Quantifying Engineering Project Scope for Productivity Modeling
Benchmarking of Construction Productivity
Predicting Industrial Construction Labor Productivity Using Fuzzy Expert Systems
Time-Cost Optimization of Construction Projects with Generalized Activity Constraints
Method for Calculating Schedule Delay Considering Lost Productivity
Delay Analysis Method Using Delay Section
Impact of Change’s Timing on Labor Productivity
Improved Measured Mile Analysis Technique
MBF: Modified But-For Method for delay analysis
Daily windows analysis method

Computing in Civil Engineering
Web-Vacuum: Web-Based Environment for Automated
Methodology for the Integration of Project Documents in Model-Based Information Systems
Framework for Managing Life-Cycle Cost of Smart Infrastructure Systems
Optimum Bid Markup Calculation Using Neuro fuzzy Systems and Multidimensional Risk Analysis Algorithm
Modeling and Predicting Biological Performance of Contact Stabilization Process Using Artificial Neural Networks
Building Project Model Support for Automated Labor Monitoring
Parallel Computing Framework for Optimizing Construction Planning in Large-Scale Projects

Automation in Construction
Applications of electronically facilitated bidding model to preventing construction disputes
A formalism for utilization of sensor systems and integrated project models for active construction quality control
Rapid, on-site spatial information acquisition and its use for infrastructure operation and maintenance
Data modeling issues in simulating the dynamic processes in life cycle analysis of buildings
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Content-Based Search Engines for construction image databases

Object-oriented framework for durability assessment and life cycle costing of highway bridges

Dynamic planning and control methodology for strategic and operational construction project management
Planning gang formwork operations for building construction using simulations

Application of integrated GPS and GIS technology for reducing construction waste and improving construction
efficiency

Maintenance optimization of infrastructure networks using genetic algorithms

A computer-based scoring method for measuring the environmental performance of construction activities
Model-based dynamic resource management for construction projects

4D dynamic management for construction planning and resource utilization

PPMS: a Web-based construction Project Performance Monitoring System

Automated project performance control of construction projects

A cooperative Internet-facilitated quality management environment for construction

A process-based quality management information system

System development for non-unit based repetitive project scheduling

Simulation-based optimization for dynamic resource allocation

A WICE approach to real-time construction cost estimation

Construction Management and Economics
Integrated maintenance management of hospital buildings: a case study
Web-based integrated project control system
Service quality performance of design/build contractors using quality function deployment
Safety and production: an integrated planning and control model
Trends of 4D CAD applications for construction planning
An integrated construction project cost information system using MS Access and MS Project
Production arrangements by US building and non-building contractors: an update
A typology for clients' multi-project environments
Combining various facets of uncertainty in whole-life cost modeling
Grey relation analysis of causes for change orders in highway construction
Development of a model to estimate the benefit-cost ratio performance of housing
Scheduling system with focus on practical concerns in repetitive projects
Managing knowledge: lessons from the oil and gas sector
Simulation of maintenance costs in UK local authority sport centers
Project management decisions with multiple fuzzy goals
Service life prediction of exterior cladding components under standard conditions
Documentation, standardization and improvement of the construction process in house building
Innovative construction technology for affordable mass housing in Tanzania, East Africa
Selection of vertical formwork system by probabilistic neural networks models
Project cost estimation using principal component regression
Using linear model for learning curve effect on highrise floor construction
Accelerating linear projects
Predicting the risk of contractor default in Saudi Arabia utilizing artificial neural network (ANN) and genetic
algorithm (GA) techniques
Forecasting the residual service life of NHS hospital buildings: a stochastic approach
Using the principal component analysis method as a tool in contractor pre qualification
The JIT materials management system in developing countries
Use of information and communication technologies by small and medium sized enterprises (SMEs) in building
construction
Identifying management research priorities
A linear discrete scheduling model for the resource constrained project scheduling problem
Justification time management in the ready mixed concrete industries of Chongqing, China and Singapore
A model for automated monitoring of road construction
Improvement tools in the UK construction industry
Time series forecasts of the construction labour market in Hong Kong: the Box Jenkins approach
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Basics of Scheduling
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Another Example

H(4)

E(10) () 1(8) . K(5) .

16)

- Calculate ES, LF, & TF for all activities. What are the critical ones ?
- Draw an Early Bar Chart for the project.

- What is the effect of delaying activity H by two days on the total project
duration ?
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CIVE 711 — Scheduling Assignment

1. For the following project:

A. Manually draw the logic network and identify the critical path.

B. Manually draw a “late” bar chart.

C. What is the effect of delaying activity G by 6 days?

D. Enter the project into EasyPlan, print the schedule, the network, and the cash flow chart.

Cost
Activity Predecessors Duration (x$1000)
(days)
A -— 4 5
B A 6 3
C A 4 4
D A 9 2
E B 3 4
F D 8 5
G B 10 2
H C,E 2 2
| F 4 4
J G, H, I 2 3

2. Manually calculate the schedule for the following network. Enter the data into Microsoft Project and
print the resulting schedule.

B D F
7 8 8
TF= TF= TE=
A 2 5 H
8 7
TF= TE=
C E G "
6 6
_ _ 4
TE= TF= TF=
| TF=
Activity 9
/ 4
4 TF=
X Overlap between ]
finish of X & start of
2 Y 3
3 TF=
Activity duration Y

(Overlaps and durations in days)

3. In EasyPlan, use the “Web Tutorial” and load Pr7 (as discussed in the project management article).
Solve the exercise and print your score and the optimum schedule. Note that the part of dealing
with actual progress data is not part of the assignment.
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Introduction to Artificial Intelligence

-Take a minute to calculate the following manually:

45.32 (98.2 x123.59)"?/27.2="?
If not done, give it to a cheap $1 calculator. Who is smart now?

- Consider the example of O.J. Simpson’s Trial and the conflicting evidence. How
did the jury and judge make a decision? Can the judge explain the logic?
Was any calculation involved? How much time needed?

- Can you guess the age of this person by looking at
the picture for only 2 seconds?

Was any calculation involved?
Can you explain your logic?
Can your computer do that?

EAEAR AR R S o S S R S R R AR AR AT R S SR S SR S S S S AR AR R S R S R S SR S SR S R S R AR TE AR T R S R S R S S R o R e

Can you read this ?

can uoy blveiee taht I cluod auclaly uesdnatnrd waht I was redanieg. The
phaonmneal pweor of the hmuan mnid, aoccdrnig to a rscheearch at Cmabrigde
Uinervtisy, it deosn't mttaer in waht oredr the Itteers in a wrod are, the olny
iprmoatnt thing is taht the frist and Isat Itteer be in the rghit pclae. The rset can be
a taotl mses and you can sitll raed it wouthit a porbelm. Tihs is bcuseae the huamn
mnid deos not raed ervey lIteter by istlef, but the wrod as a wlohe. Amzanig huh?

Yaeh and | awlyas tghuhot slpeling was ipmorantt!

RO S e S R e R e S S R AT e e e e S R S R S e S e S AR AR T S e S S R S R e S S S e

Who has more processing power: A supercomputer or the brain of a fly?
Who is more intelligent?

How to add intelligence to computers?
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PROBLEM SOLVING

TECHNIQUES
i
COMPUTATION REASONING RECOGNITION
6598.4
X
123.98 /
Human mind Is Humzn mind can Human mind can recognize
not geared to reason effectively very effeclively with no
computations provided that ime time or effort, and even
and knowledge are based on partial cues.
available.

RECOGNITION PROVIDES FEASIBLE ALTERNATIVES, FROM WHICH,

REASONING AND COMPUTATIONS TAN SELECT THE BEST ONE.

Addvances In bio.
logleal sclancas
of iha braln and
itha nervolia

Aelative research intorests

1940 1950

Histerical evolutlon of Neural Networks and Expert Systems,
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Natural language

processing

1. Mochine hranslalion
2. Computber inkerface

Robaotics

Caognitive
modeling

artificial

Intelligancs

1. Moching wision
1. Sensors i

2, Confraol merhods
3. Robol salbware

1. Predicars calculus and
marhematical logic
2. Lamankic tehwork
} ;:rmhr:i:: iripias
e-based syshems
5 Frames

Reseach in artificial intelligence (AI)
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Solving Optimization Problems:

Linear Problems

Mon-linear Problems

Combinatorial problems

Linear Problems

MNon-linear Problems

In linear problems, all the outputs are simple linear
functions of the inputs, as in y=mx+b. “When prablems
only use simple arithmetic operations such as addition,
subtraction, and Excel functions such as TRENDD( and
FORCAST( it indicates there are purely linear
relationships between the variables.

Linear problems have been fairly easy to solve since the
advent of computers and the invention by George Dantzig
of the Simplex Method. A simple linear problem can be
solved most quickly and accurately with a linear
programming utility. The Salver utility included with Excel
becomes a linear programming tool when you set the
"Assume Linear Model” checkbox. Solver then uses a
linear programming routine to guickly find the perfect
solution. If your problem can be expressed in purely linear
terms, you should use linear programming. Unfartunately,
most real-world problems cannot be described linearly.

Evolutionary Systems?

Compromise between
Local versus Global search strategies.

If the cost to manufacture and ship out & 000 widgets was $5,000, would it cost
#1 to manufacture and ship 1 widget? Probably not. The assembly line in the
widget factory would still consume energy, the paperwark would still need to be
filled out and processed through the various depatments, the materials would
still be bought in bulk, the trucks would require the same amount of gas to
deliver the widgets, and the truck driver would still get paid a full day's salary na
matter how full the load was, Most reakworld problerms do not involve variables
with simple linear relationships. These problems invalve multiplication, division,
exponents, and built-in Excel functions such as SORT) and GROWTH(.
Whenever the variables share a disproportional relationship to one anather, the
problem becomes non-linear.,

If we simply need to find the minimum level of reactants that will give us the highest
rate of reaction, we can just start anywhere on the graph and climb along the curve
unitil we reach the top. This method of finding an answer is called hill climbing,

Hill climbing will always find the best answer if a) the function being explored is
smoath, and b) the initial variable values place you on the side of the highest
rountain. If either condition is not met, hill climbing can end up in a local solution,
rather than the global solution.

Highly non-linear prablems, the kind often seen in practice, have many possible
golutions across a complicated landscape. If & problem has many variables,
and/or if the farmulas involved are very noisy or curvy, the best answer will probably
nat be found with hill climbing, even atter trying hundreds of times with different
starting points. Most likely, a sub-optimal, and extremely local solution will be
found (see figure below).

Combinatorial problems

There is & large class of prablems that are very different from the numerical problems examined
sofar. Problems where the outputs involve changing the order of existing input variables, or
grouping subsets of the inputs are called combinatorial problems. These problems are usually
wery hard to solve, because they often require exponential time; that is, the amount of time
needed to salve a problem with 4 variables might be 4 1 3% 2% 1, and daubling the number of
variahles to 8 raises the solving time to 8% 7 x6x 5 xd v 3 w2« 1, orafactor of 1580, The
number of variables daubles, but the number of possible solutions that must be checked
increases 1560 timas. For example, choosing the starting lineup for a baseball team is a
combinatorial prablem. Far 9 players, you can choose ane out of the 9 as the first batter. You
can then choose one aut of the remaining B as the second batter, ane of the remaining 7 will be
the third, and so on. There are thus 9xBx7 xBxbudx3x2x1 (3 factonial) ways to choose a lineup of
9 players. This is about 362, 880 different orderings. Mow if you double the number of players,
there are 18 factonial possible lineups, or 6,402,373, 703,000, 000 possible lineups!

CIVE 711 - Dr. T. Hegazy
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Optimization Using Excel Solver

Solve the following two questions using Excel Solver

Question 1: A concrete manufacturer is concerned about how many units of two types of concrete
elements should be produced during the next time period to maximize profit. Each concrete element of
type | generates a profit of $60, while each element of type Il generates a profit of $40. 2 and 3 units of
raw materials are needed to produce one concrete element of type | and Il, respectively. Also, 4 and 2
units of time are required to produce one concrete element of type | and I, respectively.

If 100 units of raw materials and 120 units of time are available, how many units of each type of
concrete element should be produced to maximize profit and satisfy all constraints? Use Excel solver
for the solution.

Question 2: A building contractor produces two types of houses: detached and semidetached. The
customer is offered several choices of architectural design and layout for each type. The proportion of
each type of design sold in the past is shown in the following table. The profit on a detached house
and a semidetached house is $1,000 and $800 respectively.

Semidetach
Design Detached ed
Type A 0.1 0.33
Type B 0.4 0.67
Type C o5 | -

The builder has the capacity to build 400 houses per year. However, an estate of housing will not be
allowed to contain more than 75% of the total housing as detached. Furthermore, because of the
limited supply of bricks available for type B designs, a 200-house limit with this design is imposed. Use
Excel to develop a model of this problem and then use SOLVER to determine how many detached
and semidetached houses should be constructed in order to maximize profits. State the optimum
profit.
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Example on Genetic Algorithms

Problem: A square construction site is divided into 9 grid units. We need to use GAs to determine the best
location of two temporary facilities A and B, so that:

- Facility A is as close as possible to facility B.
- Facility A is as close as possible to the fixed facility F.
- Facility B is as far as possible to the fixed facility F.

Step 1:  Problem Representation (how to define a facility location)

e N
an N
Option 1 Option 2
Using coordinates Using location index
X | -
> 1 ZA 3
A 4 5 6
B | [EN B [° [EH
vy
AhasX=2andY =1 A is in Location index 2
BhasX=1andY =3 B is in Location index 7

Step 2: Chromosome Structure

The variables in our problem are the locations of facilities A & B. Then, the chromosome structure for each of

the two options in Step 1 are as follows. Note that the genes of a chromosome are the variables.

Inde Inde
X Y XB YB XA xB
A A
" 4Genes 2 Genes
(Values range from 1 to 3) (Values range from 1 to 8)

Step 3: Generate Population (50 to 100 is reasonable diversity & processing time)
(note: for this exercise, let’'s consider option 1 representation and a population of 3)

X Y XB YB X Y XB YB X Y XB YB
PLA A I32|A |A | | | P3|A |A | | |
[ ) [ a T a1 el 1 1 gl 1 el n e}

A A
B B
[F ] B | [El Al IE
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Step 4: Evaluate the Population

P1LA P2 A P3
B B

[F] B[ FEl Al BE

Objective function = Minimize site score = Minimumof > d. W
Score =dag . Wag + dar. War + dgp. Wer

Let’s consider the closeness weights (W) as follows (from past notes):
Wag = 100 (positive means A & B close to each other)
War = 100 (A & F close to each other)
Wge =-100 (negative means B & F far from each other)

Let’s also consider the distance (d) between two facilities as the number of
horizontal and vertical blocks between them.

PlSCOre=dAB.WAB+dA|:.WAF+dBF.WBF=3.100"‘4.100+1 .-100 = 600
P2800re=dAB.WAB+dA,:.WAF+dBF.WB|:=3.100+3.100+2.-100=400
P3 Score=dAB.WAB+dA|:.WAF+dBF.WB|:= 2.100+2 .100 + 2 .-100 = 200

Step 5: Calculate the Merits of Population Members

Meritof P1 = (600+400+200) /600 =2
Merit of P2 = (600+400+200) /400 =3
Merit of P1 = (600+400+200)/200 =6 Notice the sum of merits = 11

Notice that smaller score gives higher merit because we are interested in minimization. In case of
maximization, we use the inverse of the merit calculation.

Step 6: Calculate the Relative Merits of Population Members

RM of P1 = merit * 100 / Sum of merits =2 .100/11 =18
RM of P2 = merit * 100 / Sum of merits =3 .100/ 11 =27
RM of P3 = merit * 100 / Sum of merits =6 .100/11 =55

Step 7: Randomly Select Operator (Crossover or Mutation)

Crossover rate = 96% (marriage is the main avenue for evolution)
Mutation rate =4%  (genius people are very rare)

To select which operator to use in current cycle, we generate a random number
(from O to 100). If the value is between 0 to 96, then crossover, otherwise, mutation.

Step 8: Use the Selected Operator (Assume Crossover)
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8.a) Randomly select two parents according to their relative merits of Step 6

P1 | P2 , P3 .
0 18 45 100

Relative merits on a cumulative horizontal scale.

For first parent, we generate a random number (0 to 100). According to its value,
we pick the parent. For example, assume value is 76, then P3 is selected.

For the 2" parent, get a random number (0 to 100). Assume 39, Then P2 is picked.

8.b) Let’s apply crossover to generate an offspring

p3[1]3[2]2] For the crossover Offspring 1

range, we get 2
random numbers,

say 2 and 3 i i
P2[21]1]3] y Offspring 2 (Invalid)

Step 9: Evaluate the Offspring

w|>

Offspring 1

Notice that Offspring 2 is invalid because both facilities A & B are at same
coordinates (x =2 and Y = 3) and this is not allowed

Offspring Score = dAB-WAB + dAF-WAF + dBF-WBF =1.100 + 4.100 + 3. -100 = 200

Step 10: Compare the Offspring with the Population (Evolve the Population)

offspring survives and P1 dies (will be replaced by the offspring).

Accordingly, P1 becomes:

At the end of this step, we GOTO STEP 4, repeating the process thousands of times
until the best solution is determined. One of the top solutions is as follows:

B
Score =0 A

Since the offspring score = 200 is better than the worst population member (P1 has a score of 600), then the
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Comparison among five evolutionary-based optimization algorithms

by
Emad Elbeltagi; Tarek Hegazy; and Donald Grierson

ABSTRACT: Evolutionary algorithms are stochastic search methods that mimic the natural biological evolution and/or the
social behavior of species. Such algorithms have been developed to arrive at near-optimum solutions to large-scale
optimization problems, for which traditional mathematical techniques may fail. This paper compares the formulation and
results of five recent evolutionary-based algorithms: genetic algorithms, memetic algorithms, particle swarm, ant colony
systems, and shuffled frog leaping. A brief description of each algorithm is presented along with a pseudocode to facilitate
the implementation and use of such algorithms by researchers and practitioners. Benchmark comparisons among the
algorithms are presented for both continuous and discrete optimization problems, in terms of processing time,
convergence speed, and quality of the results. Based on this comparative analysis, the performance of evolutionary
algorithms is discussed along with some guidelines for determining the best operators for each algorithm. The study
presents sophisticated ideas in a simplified form that should be is beneficial to both practitioners and researchers involved
in solving optimization problems.

1. Introduction

The difficulties associated with using mathematical optimization on large scale engineering problems have contributed to
the development of alternative solutions. Linear programming and dynamic programming techniques, for example, often
fail (or reach local optimum) in solving NP-hard problems with large number of variables and non-linear objective functions
[1]. To overcome these problems, researchers have proposed evolutionary-based algorithms for searching near-optimum
solutions to problems.

Evolutionary Algorithms are stochastic search methods that mimic the metaphor of natural biological evolution and/or the
social behavior of species. Examples include how ants find the shortest route to a source of food and how birds find their
destination during migration. The behaviour of such species is guided by learning, adaptation, and evolution [1]. To mimic
the efficient behaviour of these species, various researchers have developed computational systems that seek fast and
robust solutions to complex optimization problems. The first evolutionary-based technique introduced in the literature was
the Genetic Algorithms, [2]. Genetic Algorithms (GAs) were developed based on the Darwinian principle of the “survival of
the fittest” and the natural process of evolution through reproduction. Based on its demonstrated ability to reach near-
optimum solutions to large problems, the GAs technique has been used in many applications in science and engineering
[e.g.,3,4,5]. Despite their benefits, GAs may require long processing time for a near-optimum solution to evolve. Also, not
all problems lend themselves well to a solution with GAs [6].

In an attempt to reduce processing time and improve the quality of solutions, particularly to avoid being trapped in local
optima, other Evolutionary Algorithms (EAs) have been introduced during the past 10 years. In addition to various GA
improvements, recent developments in EAs include four other techniques inspired by different natural processes: memetic
algorithms [7], particle swarm optimization [8], ant colony systems [9], and shuffled frog leaping [10]. A schematic diagram
of the natural processes that the five algorithms mimic is shown in Fig. 1.

In this paper, the five EAs presented in Fig. 1 are reviewed and a pseudocode for each algorithm is presented to facilitate
its implementation. Performance comparison among the five algorithms is then presented. Guidelines are then presented
for determining the proper parameters to use with each algorithm.

2. Five evolutionary algorithms

In general, EAs share a common approach for their application to a given problem The problem first requires some
representation to suit each method. Then, the evolutionary search algorithm is applied iteratively to arrive at a near-
optimum solution. A brief description of the five algorithms is presented in the following subsections.

2.1. Genetic algorithms

Genetic algorithms (GAs) are inspired by biological systems’ improved fitness through evolution [2]. A solution to a given
problem is represented in the form of a string, called “chromosome”, consisting of a set of elements, called “genes”, that
hold a set of values for the optimization variables [11].

GAs work with a random population of solutions (chromosomes). The fithess of each chromosome is determined by
evaluating it against an objective function. To simulate the natural “survival of the fittest” process, best chromosomes
exchange information (through crossover or mutation) to produce offspring chromosomes. The offspring solutions are then
evaluated and used to evolve the population if they provide better solutions than weak population members. Usually, the
process is continued for a large number of generations to obtain a best-fit (near-optimum) solution. More details on the
mechanism of GAs can be found in Goldberg [11] and Al-Tabtabai and Alex [3].
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a) Genetic algorithms: Survival of the b) Memetic algorithms: Survival of the
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Fig. 1. Schematic diagram of natural evolutionary systems

A pseudocode for the GAs algorithm is shown in Appendix |. Four main parameters affect the performance of GAs:
population size, number of generations, crossover rate, and mutation rate. Larger population size (i.e., hundreds of
chromosomes) and large number of generations (thousands) increase the likelihood of obtaining a global optimum
solution, but substantially increase processing time.

Crossover among parent chromosomes is a common natural process [12] and traditionally is given a rate that ranges from
0.6 to 1.0. In crossover, the exchange of parents’ information produces an offspring, as shown in Fig. 2. As opposed to
crossover, mutation is a rare process that resembles a sudden change to an offspring. This can be done by randomly
selecting one chromosome from the population and then arbitrarily changing some of its information. The benefit of
mutation is that it randomly introduces new genetic material to the evolutionary process, perhaps thereby avoiding
stagnation around local minima. A small mutation rate less than 0.1 is usually used [11].

The GA used in this study is steady state (an offspring replaces the worst chromosome only if is better than it) and real
coded (the variables are represented in real numbers). The main parameters used in the GA procedure are population
size, number of generations, crossover rate and mutation rate.

Parent gene (A) |A1 |A5|A9|AA |A=|An|---|AM|

B
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Parent gene (B)
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Fig. 2. Crossover operation to generate offspring

2.2. Memetic algorithms

Memetic algorithms (MAs) are inspired by Dawkins’ notion of a meme [13]. MAs are similar to GAs but the elements that
form a chromosome are called memes, not genes. The unique aspect of the MAs algorithm is that all chromosomes and
offsprings are allowed to gain some experience, through a local search, before being involved in the evolutionary process
[14]. As such, the term MAs is used to describe GAs that heavily use local search [15]. A pseudocode for a MA procedure
is given in Appendix Il.

Similar to the GAs, an initial population is created at random. Afterwards, a local search is performed on each population
member to improve its experience and thus obtain a population of local optimum solutions. Then, crossover and mutation
operators are applied, similar to GAs, to produce offsprings. These offsprings are then subjected to the local search so that
local optimality is always maintained.

Merz and Freisleben [14] proposed one approach to perform local search through a pair-wise interchange heuristic (Fig.
3). In this method, the local search neighborhood is defined as the set of all solutions that can be reached from the current
solution by swapping two elements (memes) in the chromosome. For a chromosome of length n, the neighborhood size for
the local search i

N=%.n.(n-1) (1)

Chromosome A \
A A A A R A
(before local search) L d ! i N

Chromosome A’ %
A A A A R A
(after local search) L= 2 ! ° N

Fig. 3. Applying local search using pair-wise interchange

The number of swaps and consequently the size of the neighborhood grow quadratically with the chromosome length
(problem variables). In order to reduce processing time, Merz and Freisleben [14] suggested stopping the pair-wise
interchange after performing the first swap that enhances the objective function of the current chromosome. The local
search algorithm, however, can be designed to suit the problem nature. For example, another local search can be
conducted by adding or subtracting an incremental value from every gene and testing the chromosome’s performance.
The change is kept if the chromosome’s performance improves; otherwise, the change is ignored. A pseudocode of this
modified local search is given in Appendix Ill. As discussed, the parameters involved in MAs are the same four parameters
used in GAs: population size, number of generations, crossover rate, and mutation rate in addition to a local search.

2.3. Particle swarm optimization

Particle swarm optimization (PSO) was developed by Kennedy and Eberhart [8]. The PSO is inspired by the social
behavior of a flock of migrating birds trying to reach an unknown destination. In PSO, each solution is a “bird” in the flock
and is referred to as a “particle”. A particle is analogous to a chromosome (population member) in GAs. As opposed to
GAs, the evolutionary process in the PSO doesn’t create new birds from parent ones. Rather, the birds in the population
only evolve their social behavior and accordingly their movement towards a destination [16].

Physically, this mimics a flock of birds that communicate together as they fly. Each bird looks in a specific direction, and
then when communicating together, they identify the bird that is in the best location. Accordingly, each bird speeds towards
the best bird using a velocity that depends on its current position. Each bird, then, investigates the search space from its
new local position, and the process repeats until the flock reaches a desired destination. It is important to note that the
process involves both social interaction and intelligence so that birds learn from their own experience (local search) and
also from the experience of others around them (global search).

The pseudocode for the PSO is shown in Appendix IV. The process is initialized with a group of random particles
(solutions), N. The ith particle is represented by its position as a point in a S-dimensional space, where S is the number of
variables. Throughout the process, each particle i monitors three values: its current position (X;); the best position it
reached in previous cycles (P)); and its flying velocity (V;). These three values are represented as follows:

Current position Xi = (Xigy Xy «eeeeneneeneanaeaeaeianns , Xis)
Best previous position P = (Di1y Pigs eveeeenveeeeiniieeeeniiee e , Pis) (2)
Flying velocity Vi=(Vit, Vigy e , Vis)
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In each time interval (cycle), the position (Pg) of the best particle (g) is calculated as the best fitness of all particles.
Accordingly, each particle updates its velocity V;to catch up with the best particle g, as follows [16]:

New V;=w . current V; + ¢, . rand() x (P;— X)) + ¢, . Rand() x (Pg— X)) (3)
As such, using the new velocity V,, the particle’s updated position becomes:
New position X; = current position X; + New V; ; Vipax 2 Vi 2 - Vipax (4)

where ¢; and ¢, are two positive constants named learning factors (usually ¢;= ¢,= 2); rand() and Rand() are two random
functions in the range [0, 1], Vax is an upper limit on the maximum change of particle velocity [8], and w is an inertia
weight employed as an improvement proposed by Shi and Eberhart [16] to control the impact of the previous history of
velocities on the current velocity. The operator w plays the role of balancing the global search and the local search; and
was proposed to decrease linearly with time from a value of 1.4 to 0.5 [16]. As such, global search starts with a large
weight and then decreases with time to favor local search over global search [17].

It is noted that the second term in Eq. 3 represents “cognition”, or the private thinking of the particle when comparing its
current position to its own best. The third term in Eq. 3, on the other hand, represents the “social” collaboration among the
particles, which compares a particle’s current position to that of the best particle [18]. Also, to control the change of
particles’ velocities, upper and lower bounds for velocity change is limited to a user-specified value of V... Once the new
position of a particle is calculated using Eq. 4, the particle, then, flies towards it [16]. As such, the main parameters used in
the PSO technique are: the population size (number of birds); number of generation cycles; the maximum change of a
particle velocity V. and w.

2.4. Ant colony optimization

Similar to PSO, Ant colony optimization (ACO) Algorithms evolve not in their genetics but in their social behavior. ACO was
developed by Dorigo et al. [9] based on the fact that ants are able to find the shortest route between their nest and a
source of food. This is done using pheromone trails, which ants deposit whenever they travel, as a form of indirect
communication.

As shown in Fig. 1-d, when ants leave their nest to search for a food source, they randomly rotate around an obstacle, and
initially the pheromone deposits will be the same for the right and left directions. When the ants in the shorter direction find
a food source, they carry the food and start returning back, following their pheromone trails, and still depositing more
pheromone. As indicated in Fig. 1-d, an ant will most likely choose the shortest path when returning back to the nest with
food as this path will have the most deposited pheromone. For the same reason, new ants that later starts out from the
nest to find food will also choose the shortest path. Over time, this positive feedback (autocatalytic) process prompts all
ants to choose the shorter path [19].

Implementing the ACO for a certain problem requires a representation of S variables for each ant, with each variable i has
a set of n; options with their values /jj, and their associated pheromone concentrations {U;}; where i=1, 2,....S, and j = 1,
2,...n.. As such, an ant is consisted of S values that describe the path chosen by the ant as shown in Fig. 4 [20]. A
pseudocode for the ACO is shown in Appendix V. Other researchers use a variation of this general algorithm,
incorporating a local search to improve the solution [21].

1 2 3 i
An Ant k !lj |2j I3j ....... |Iij P I—Sj
Variable 1 Variable i
Possible Pheromone Possible Pheromone
values: concentration: values: concentration:
|1_1 T . |—_i1 T O
I L4 @ Lij Tij o
Iini Tni @ Lini Tni @

Fig. 4. Ant representation

In the ACO, The process starts by generating m random ants (solutions). An ant k (k=1, 2, ...., m) represents a solution
string, with a selected value for each variable. Each ant is then evaluated according to an objective function. Accordingly,
pheromone concentration associated with each possible route (variable value) is changed in a way to reinforce good
solutions, as follows [9]:
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()= pryt-D)+Azr; ;t=1,2,...., T (5)

where T is the number of iterations (generation cycles); [j(f) is the revised concentration of pheromone associated with
option [; at iteration £;[1;(t-1) is the concentration of pheromone at the previous iteration (t-7); [1[1; = change in pheromone
concentration; and [0 = pheromone evaporation rate (0 to 1). The reason for allowing pheromone evaporation is to avoid
too strong influence of the old pheromone to avoid premature solution stagnation [22]. In Eq. 5, the change in pheromone
concentration [10J; is calculated as [9]:

m {R/ fithess v if option Ij; is chosen by ant k (6)

0 otherwise

where R is a constant called the pheromone reward factor; and fitness;is the value of the objective function (solution
performance) calculated for ant k. It is noted that the amount of pheromone gets higher as the solution improves.
Therefore, for minimization problems, Eq. 6 shows the pheromone change as proportional to the inverse of the fitness. In
maximization problems, on the other hand, the fitness value itself can be directly used.

Once the pheromone is updated after an iteration, the next iteration starts by changing the ants’ paths (i.e., associated
variable values) in a manner that respects pheromone concentration and also some heuristic preference. As such, an ant k
at iteration t will change the value for each variable according to the following probability [9]:

_ [Tij Ol X[nij]ﬂ
Z[Tij 0] x [77ij I’

where Pj(k,t) = probability that option /; is chosen by ant k for variable i at iteration t; [1;(f) = pheromone concentration
associated with option /j at iteration ¢; n; = heuristic factor for preferring among available options and is an indicator of how
good it is for ant k to select option J; (this heuristic factor is generated by some problem characteristics and its value is
fixed for each option /;); and a and B are exponent parameters that control the relative importance of pheromone
concentration versus the heuristic factor [20]. Both a and 8 can take values greater than zero and can be determined by
trial and error. Based on the previous discussion, the main parameters involved in ACO are: number of ants m; number of
iterations t; exponents a and B; pheromone evaporation rate[]; and pheromone reward factor R.

P; (k. 1)

(7)

2.5. Shuffled frog leaping algorithm

The shuffled frog leaping (SFL) algorithm, in essence, combines the benefits of the genetic-based memetic algorithms and
the social behavior-based particle swarm optimization algorithms. In the SFL, the population consists of a set of frogs
(solutions) that is partitioned into subsets referred to as memeplexes. The different memeplexes are considered as
different cultures of frogs, each performing a local search. Within each memeplex, the individual frogs hold ideas, that can
be influenced by the ideas of other frogs, and evolve through a process of memetic evolution. After a defined number of
memetic evolution steps, ideas are passed among memeplexes in a shuffling process [23]. The local search and the
shuffling processes continue until defined convergence criteria are satisfied [10].

As described in the pseudocode of Appendix VI, an initial population of “P”frogs is created randomly. For S-dimensional
problems (S variables), a frog i is represented as X; = (X1, Xz, ----.- , Xis)- Afterwards, the frogs are sorted in a descending
order according to their fitness. Then, the entire population is divided into m memeplexes, each containing n frogs (i.e., P =
m X n). In this process, the first frog goes to the first memeplex, the second frog goes to the second memeplex, frog m
goes to the m"™ memeplex, and frog m+1 goes back to the first memeplex, etc.

Within each memeplex, the frogs with the best and the worst fithesses are identified as X, and X,,, respectively. Also, the
frog with the global best fitness is identified as X,. Then, a process similar to PSO is applied to improve only the frog with
the worst fithess (not all frogs) in each cycle. Accordingly, the position of the frog with the worst fitness is adjusted as
follows:

Change in frog position (D;) = rand() . (X, — Xu) (8)
New position X,, = current position X,, + D;; Dpax 2 Di 2 - Dppay (9)

where rand() is a random number between 0 and 1; and D, is the maximum allowed change in a frog’s position. If this
process produces a better solution, it replaces the worst frog. Otherwise, the calculations in Eqgs. 8 and 9 are repeated but
with respect to the global best frog (i.e., X, replaces X,). If no improvement becomes possible in this case, then a new
solution is randomly generated to replace that frog. The calculations then continue for a specific number of iterations [10].
Accordingly, the main parameters of SFL are: number of frogs P; number of memeplexes; number of generation for each
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memeplex before shuffling; number of shuffling iterations; and maximum step size.

3. Comparison among evolutionary algorithms’ results

All the EAs described earlier have been coded using the Visual Basic programming language and all experiments took
place on a 1.8 GHz AMD Laptop machine. The performance of the five evolutionary algorithms is compared using two
benchmark problems for continuous optimization and a third problem for discrete optimization. A description of these test
problems is given in the following.

3.1. Continuous optimization

Two well-known continuous optimization problems are used to test four of the EAs: F8 (Griewank’s) function and the F10
function. Details of these functions are as follows:

F8 (Griewank’s function): The objective function to be optimized is a scalable, non-linear, and non-separable function that
may take any number of variables (x;s), i.e.,

() =1 3 2= [ (cos(x, 1) 00)

The summation term of the F8 function (Eq. 10) includes a parabolic shape while the cosine function in the product term
creates waves over the parabolic surface. These waves create local optima over the solution space [24]. The F8 function
can be scaled to any number of variables N. The values of each variable are constrained to a range (-512 to 511). The
global optimum (minimum) solution for this function is known to be zero when all N variables equal zero.

F10 Function: This function is non-linear, non-separable, and involves two variables x and y., i.e.,

To scale this function (Eq. 11) to any number of variables, an extended EF10 function is created using the following
relation, [24],

f10(x, y) = (x* + y*)*®[sin*(50(x* + y*)*") +1] (11)
Accordingly, the extended F10 function is:

EF () =3 S F(x.x) 12)

j=1 i=1

EFlO(Xi|i=1,N )= f(xiz +Xi2+1)0'25 [sin ’ (50(Xi2 + Xi2+1)0'1) +1] 13)

Similar to the F8 function, the global optimum solution for this function is known to be zero when all N variables equal zero,
for the variable values ranging from -100 to 100.

3.2. Discrete optimization

In this section, a time-cost trade-off (TCT) construction management problem is used to compare among the five EAs with
respect to their ability to solve discrete optimization problems. The problem relates to an 18-activity construction project
that was described in [25]. The activities, their predecessors, and durations are presented in Table 1 along with five
optional methods of construction that vary from cheap and slow (option 5) to fast and expensive (option1). The 18 activities
were input to a project management software (Microsoft Project) with activity durations being set to those of option 5 (least
costs and longest durations among the five options). The total direct cost of the project in this case is $99,740 (sum of all
activities’ costs for option 5) with the project duration being 169 days (respecting the precedence relations in Table 1). The
indirect cost of $500/day was then added to obtain a total project cost of $184,240.

With the initial schedule exceeding a desired deadline of 110-days, it is required to search for the optimum set of
construction options that meet the deadline at minimum total cost. In this problem, the decision variables are the different
methods of construction possible for each activity (i.e., five discrete options, 1 to 5, with associated durations and costs).
The objective function is to minimize the total project cost (direct and indirect) and is formulated as follows:

n 14
Min (T.1 + > Cy) (4)
i=1
where n = number of activities; C; = direct cost of activity i using its method of construction j; T = total project duration; and
I = daily indirect cost. To facilitate the optimization using the different EAs, macro programs of the 5 EAs were written using
the VBA language that comes with the Microsoft Project software. The data in Table 1 were stored in one of the tables
associated with the software. When any one of the EA routines is activated, the evolutionary process selects one of the
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five construction options to set the activities’ durations and costs. Accordingly, the project’s total cost (objective function)
and duration changes. The evolutionary process then continues to attempt to optimize the objective function.

Table 1: Test problem for discrete optimization

Option 1 Option 2 Option 3 Option 4 Option 5

Activity No.gipends Duratio Cost Duratio Cost Duratio Cost Duratio Cost Duratio Cost

" $) " ($) " ($) " ($) Ny )
(days) (days) (days) (days) (days)

1 - 14 2400 15 2150 16 1900 21 1500 24 1200

2 - 15 3000 18 2400 20 1800 23 1500 25 1 000
3 - 15 4 500 22 4 000 33 3200 — — — —
4 - 12 45 000 16 35000 20 30 000 — — — —
5 1 22 20 000 24 17 500 28 15000 30 10 000 — —
6 1 14 40 000 18 32000 24 18 000 — — — —
7 5 9 30 000 15 24 000 18 22 000 — — — —
8 6 14 220 15 215 16 200 21 208 24 120
9 6 15 300 18 240 20 180 23 150 25 100
10 2,6 15 450 22 400 33 320 — — — —
11 7,8 12 450 16 350 20 300 — — — —
12 59,10 22 2000 24 1750 28 1500 30 1 000 — —
13 3 14 4 000 18 3200 24 1800 — — — —
14 4,10 9 3000 15 2400 18 2200 — — — —
15 12 12 4 500 16 3500 — — — — — —

16 13, 14 20 3000 22 2000 24 1750 28 1500 30 1 000
17 11, 14, 15 14 4 000 18 3200 24 1800 — — — —
18 16, 17 9 3000 15 2400 18 2 200 — — — —

3.3. Parameter settings for evolutionary algorithms

As discussed earlier, each algorithm has its own parameters that affect its performance in terms of solution quality and
processing time. To obtain the most suitable parameter values that suit the test problems, a large number of experiments
were conducted. For each algorithm, an initial setting of the parameters was established using values previously reported
in the literature[Emad, list the source references here]. Then, the parameter values were changed one by one and the
results were monitored in terms of the solution quality and speed. The final parameter values for the five EAs are:

Genetic Algorithms: The crossover probability (Cp) and the mutation probability (Mp) were set to 0.8 and 0.08, respectively.
The population size was set at 200 and 500 offsprings. The evolutionary process was kept running until no improvements
were made in the objective function for 10 consecutive generation cycles (i.e., 500 * 10 offsprings or the objective function
reached its known target value, whichever comes first.

Memetic Algorithms: MAs are similar to GAs but apply local search on chromosomes and offsprings. The standard pair-
wise interchange search does not suit the continuous functions F8 and F10, and the local search procedure in Appendix IlI
is used instead. For the discrete problem, on the other hand, the pair-wise interchange was used. The same values of Cp =
0.8 and Mp = 0.08 that were used for the GAs are applied to the MAs. After experimenting with various values, a
population size of 100 chromosomes was used for the MAs.

Particle Swarm Optimization: Upon experimentation, the suitable numbers of particles and generations were found to be
40 and 10000, respectively. Also, the maximum velocity was set as 20 for the continuous problems and 2 for the discrete
problem. The inertia weight factor w was also set as a time-variant linear function decreasing with the increase of number
of generations where, at any generation j,

w = 0.4 + 0.8 * (number of generations — i) / (number of generations — 1) (15)
such that w =1.2 and 0.4 at the first and last generation, respectively.

Ant Colony Optimization: As the ACO algorithm is suited to discrete problems alone, no experiments were done using it for
the F8 and F10 test functions. However, the TCT discrete problem was used for experimentation with the ACO. After
extensive experimentation, 30 ants and 100 iterations were found suitable. Also, the other parameters were set as follows:
a=0.5; B=2.5; (1 (pheromone evaporation rate) = 0.4; and R (reward factor depends on problem nature) = 10.

Shuffled Frog Leaping: Different settings were experimented with to determine suitable values for parameters to solve the
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test problems using the SFL algorithm. A population of 200 frogs, 20 memeplexes, and 10 iterations per memeplex were
found suitable to obtain good solutions.

3.4. Results and discussions

The results found from solving the three test problems using the five evolutionary algorithms, which represents a fairly wide
class of problems, are summarized in Tables 2 and 3, and Fig. 5 (the Y axis of Fig. 5 is a log scale to show long computer
run times). It is noted that the processing time for solving the EF10 function was similar to that of the F8 function and
follows the same trend as shown in Fig. 5.

Twenty trial runs were performed for each problem. 10000
The performance of the different algorithms was
compared using three criteria: 1) the percentage of
success, as represented by the number of trials
required for the objective function to reach its known
target value; 2) the average value of the solution
obtained in all trials; and 3) the processing time to
reach the optimum target value. The processing
time, and not the number of generation cycles, was
used to measure the speed of each EA because the
number of generations in each evolutionary cycle is
different from one algorithm to another. In all

=y
(=1
o
o

=y
o

Time to reach optimum solution
(Seconds, Log Scale)
5
o

experiments, the solution stopped when one of two 1 . . w ‘ -

following criteria was satisfied: 1) the F8 and EF10 s 2 U 60 80 100 120
objective functions reached a target value of 0.05 or U AT LGS

less (i.e., to within an acceptable tolerance of the Fig. 5. Processing time to reach the optimum for F8 function

known optimum value of zero), or 110 days for the

TCT problem; or 2) the objective function value did not improve in ten consecutive generations. To experiment with
different problem sizes, the F8 test function in Eq. (10) was solved using 10, 20, 50, and 100 variables, while the EF10 test
function in Eq. (13) was solved using 10, 20, and 50 variables (it becomes too complex for larger numbers of variables).

Table 2 - Results of the continuous optimization problems
Number of variables

Comparison . ithm F8 EF10
criteria
10 20 50 100 10 20 50
GAs (Evolver) 50 30 10 0 20 0 0
% Success MAs 90 100 100 100 100 70 0
° PSO 30 80 100 100 100 80 60
ACO - - - - - - -
SFL 50 70 90 100 80 20 0
GAs (Evolver) 0.060 0.097 0.161 0.432 0.455 1.128 5.951
Mean MAs 0.014 0.013 0.011 0.009 0.014 0.068 0.552
. PSO 0.093 0.081 0.011 0.011 0.009 0.075 2.895
solution ACO ) ) ) ) ) ) )
SFL 0.080 0.063 0.049 0.019 0.058 2.252 6.469

Table 3 - Results of the discrete optimization problem

Minimum Project Average Project Minimum  Average % Success Processing

Algorithm Duration (days) Duration (days) Cost ($) Cost($) Rate Time (second)
GAs 113 120 162 270 164772 O 16
MAs 110 114 161 270 162495 20 21
PSO 110 112 161 270 161940 60 15
ACO 110 122 161 270 166 675 20 10
SFL 112 123 162 020 166 045 O 15

Surprisingly, the GA performed more poorly than all the other four algorithms. In fact, it was found to perform more poorly
than even that reported in Whitley et al. [24] and Raphael and Smith [26] when using the CHC and Genitor genetic
algorithms, while it performed better than the ESGAT genetic algorithm version. A commercial GA package, Evolver [27],
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was used to verify the results. Evolver is an add-in program to Microsoft Excel, where the objective function, variables
(adjustable cells), and the constraints are readily specified by highlighting the corresponding spreadsheet cells. Evolver
performed almost the same way as the VB code with slight improvement. The results of using Evolver are reported in
Table 2. The difference in Evolver’s results compared to those of the other EA algorithms may in part be because Evolver
uses binary rather than real coding.

As shown in Table 2 for the F8 function, the GA was able to reach the target for 50% of the trials with 10 variables, and the
number of successes decreased as the number of variables increased. Despite its inability to reach the optimum value of
zero with the larger number of 100 variables, the GA was able to achieve a solution close to the optimum (0.432 for the F8
function with 100 variables). Also, it is noticed from Fig 5 that as the number of variables increased, the processing time to
reach the target also increased (from 5min:12sec with 10 variables to 40min:27sec with 50 variables). As shown in Table 2
for the EF10 test function, the GA was only able to achieve 20% success using 10 variables, and that the solution quality
decreased as the number of variables increased (e.g., the objective function = 5.951 using 50 variables). Using the GA to
solve the TCT problem, the minimum solution obtained was 113 days with a minimum total cost of $162,270 and the
success rate for reaching the optimum solution was zero, as shown in Table 3.

Upon applying the MA, the results improved significantly compared to those obtained using the GA, in terms of both the
success rate (Table 2) and the processing time (Fig. 5). Solving the F8 function using 100 variables, for example, the
success rate was 100% with a processing time of 7min:08 sec. Even for the trials with less success rate, as shown in
Table 2, the solutions were very close to the optimum. That is to say, the local search of the MA improved upon the
performance of the GA. When applying the MA to the TCT problem, it was able to reach the optimum project duration of
110 days and a total cost of $161,270, with a 20% success rate and an average cost that improved upon that of the GA
(Table 3). It is to be noted that the local search module presented in Appendix Il was applied for the F8 and EF8 functions,
while the pair-wise interchange local search module was applied to the TCT problem.

The PSO algorithm outperformed the GA and the MA in solving the EF710 function in terms of the success rate (Table 2),
the processing time (Fig. 5), while it was less successful than the MA in solving the F8 function. Also, the PSO algorithm
outperformed all other algorithms when used to solve the TCT problem, with a success rate of 60% and average total cost
of $161,940, as shown in Table 3.

The ACO algorithm was applied only to the TCT discrete optimization problem. While it was able to achieve the same
success rate as the GA (20%), the average total cost of the 20 runs was greater than that of all other algorithms (Table 3).
This is due to the scattered nature of the obtained results (minimum duration of 110 days, and maximum duration of 139
days) caused by premature convergence that happened in some runs. To avoid premature convergence, the pair-wise
inter-change local search module was applied and the results obtained were greatly improved with a success rate of
100%, but the average processing time increased from 10 to 48 seconds.

When solving the F8 and EF10 test functions using the SFL algorithm, it was found that the success rate (Table 2) was
better than the GA and similar to that for PSO. However, it performed less well when used to solve the EF70 function. As
shown in Fig. 5, the SFL processing times were the least among all algorithms. Interestingly, it is noticed from Table 2 that
as the number of variables increased for the F8 function, the success rates for SFL, MA and PSO all increased. This is
because the F8 function becomes smoother as its dimensions increase [2]. As opposed to this trend, the success rate
decreased for the GA as the number of variables increased. The same trend for the GA was also reported in [24] and [26]
when used to solve the F8 function. Also, using the SFL algorithm to solve the TCT problem, the minimum duration
obtained was 112 days with minimum total cost of $162,020 (Table 3). While the success rate for the SFL was zero, its
performance was better than the GA.

It is interesting to observe that the behavior of each optimization algorithm in all test problems (continuous and discrete)
was consistent. In particular, the PSO algorithm generally outperformed all other algorithms in solving all the test problems
in terms of solution quality (except for the F8 function with 10 and 50 variables). Accordingly, it can be concluded that the
PSO is a promising optimization tool, in part due to the effect of the inertia weight factor w. In fact, to take advantage of the
fast speed of the SFL algorithm, the authors suggest using a weight factor in Eq. (3) for SFL that is similar to that used for
PSO (some preliminary experiments conducted by the authors in this regard have shown good results).

4. Conclusions

In this paper, five evolutionary-based search methods were presented. These include: genetic algorithm (GA), memetic
algorithm (MA), particle swarm optimization (PSO), ant colony optimization (ACO), and shuffled frog leaping (SFL). A brief
description of each method is presented along with a pseudocode to facilitate their implementation. Visual Basic programs
were written to implement each algorithm. Two benchmark continuous optimization test problems were solved using all but
the ACO algorithm, and the comparative results were presented. Also presented were the comparative results found when
a discrete optimization test problem was solved using all five algorithms. The PSO method was generally found to perform
better than other algorithms in terms of success rate and solution quality, while being second best in terms of processing
time.
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Appendix I. Pseudocode for a GA Procedure
Begin;
Generate random population of P solutions (chromosomes);
For each individual j € P: calculate fitness (i);
For i = 1 to number of generations;
Randomly select an operation (crossover or mutation);
If crossover;
Select two parents at random i, and iy;
Generate on offspring i, = crossover (i, and ip);
Else If mutation;
Select one chromosome i at random,;
Generate an offspring i, = mutate (i);
End if;
Calculate the fitness of the offspring i;
If i; is better than the worst chromosome then replace the worst chromosome by ig;
Next /;
Check if termination = true;
End;

Appendix Il. Pseudocode for a MA Procedure
Begin;
Generate random population of P solutions (chromosomes);
For each individual i € P: calculate fitness (i);
For each individual i € P: do local-search (i);
For i =1 to number of generations;
Randomly select an operation (crossover or mutation);
If crossover;
Select two parents at random i, and iy;
Generate on offspring i; = crossover (i, and ip,);
i = local-search (i;);
Else If mutation;
Select one chromosome i at random;
Generate an offspring i, = mutate (i);
i = local-search (i;);
End if;
Calculate the fitness of the offspring;
If i, is better than the worst chromosome then replace the worst chromosome by ig;
Next /;
Check if termination = true;
End;

Appendix lll. Pseudocode for the Memetic Local Search
Begin;
Select an incremental value d=a * Rand ( ), where a is a constant that suits the variable values;
For a given chromosome i € P: calculate fitness (i);
Forj =1 to number of variables in chromosome j;
Value (j) = value (j) + d
If chromosome fitness not improved then value (j) = value (j)-d;
If chromosome fitness not improved then retain the original value (j);
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Next j;
End;

Appendix IV. Pseudocode for a PSO Procedure
Begin;
Generate random population of N solutions (particles);
For each individual i € N: calculate fitness (i);
Initialize the value of the weight factor, w;
For each particle;
Set pBest as the best position of particle i;
If fitness (i) is better than pBest,
pBest (i) = fitness (i);
End;
Set gBest as the best fitness of all particles;
For each particle;
Calculate particle velocity according to Eq. 3;
Update particle position according to Eq. 4,
Update the value of the weight factor, w;
Check if termination = true;
End;

Appendix V. Pseudocode for an ACO Procedure
Begin;
Initialize the pheromone trails and parameters;
Generate population of m solutions (ants);
For each individual ant k € m: calculate fitness(k);
For each ant determine its best position;
Determine the best global ant;
Update the pheromone trail;
Check if termination = true;
End;

Appendix VI. Pseudocode for a SFL Procedure
Begin;
Generate random population of P solutions (frogs);
For each individual j € P: calculate fitness (i);
Sort the population P in descending order of their fitness;
Divide P into m memeplexes;
For each memeplex;
Determine the best and worst frogs;
Improve the worst frog position using Egs. 4 or 5;
Repeat for a specific number of iterations;
End;
Combine the evolved memeplexes;
Sort the population P in descending order of their fitness;
Check if termination = true;
End;
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Artificial Intelligence Tools
Artificial Neural Networks
Why?
Components & Benefits?

Model Development Cycle?

Does training work?

Purpose of Training is:

Learning Rule:

Example

Design a simple ANN that takes the coordinates of a point
and accordingly will be able to tell if the point is on the top
or the bottom surface. Train the ANN on a number of cases.

Training rule is:  Wpew = Wqg = Error (A) . X X

Desired | Actual

1
0
0
1

o O =~ O
o =~ O -
= O O -

Can we write Equation? Comparison with regression?
Challenges?
Design parameters?

Generalization versus over-training?

Variations? Optimization? Sensitivity? Integration?

Computer Implementation?

Three Important References (Please print them):

Adeli, H. (2001) “Neural Networks in Civil Engineering; 1989-2000,” Computer-Aided Civil and Infrastructure
Engineering, Vol. 16, pp. 126-142

Hegazy, T., Fazio, P., and Moselhi, O., (1994) "Developing Practical NN Applications Using Backpropagation,"
Journal of Microcomputers in Civil Engineering, Vol. 9, No. 2, pp. 145-159.

Hegazy T. and Ayed, A., (1998) "A Neural Network Model for Parametric Cost Estimation of Highway Projects,"
Journal of Construction Engineering and Management, ASCE, Vol. 24, No. 3, pp. 210-218.

CIVE 711 - Dr. T. Hegazy 33



068E-E12ST Vd "yEmqand

Ansaaaury wopapy adauwn’)

Supaauduzy a1 fo sossafody 2012055y
I NRuRD CH sawep

Ay pue pandde aq pinogs sSNY Y2ym o) swaqosd Fuusaud
-ua g speudoxdde Jo uonENSN||l PUE UOISSNIDSIP PISNI0) B YIim S13peM
o aptword o) s1 onsst jeads siyy Jo jusur snpL carnjeu [ajjesed waoyu
aayk Jo ssnesaq ey s sSuddew ssay) andwod o) pqe ote £y pue
‘starred indui a1 Ul 10119 JO SUNGWE [[RWSs e 200 uays sfuddew asay
sndwos o1 spqe a1e Lo “Aesnewoine Junddew sy annbae o) sjqe ae
swos ‘sfurddew sesuipuon sreUEAlnw jo siojeunxosdde pesiaaman axe Lay
ey aue swapqosd asay) o) spN Y Suisn o safeueape oy, “Busnoid 34 o)
UMONS U3 OS[E AL SYI0MIIU [EINIU Ydym w ‘uoneziundo pue [ospuoa
se (ons “ansst [eads s1g) w parensn|j jou 218 ey swajgold jo sadi) 10
ase 1)), “Suuaauidua Al Ul UOJ BWLNSD pue .GEE_-“__EM__ ‘Buiapow ‘uone
-yissep ‘voneiasdiaur jo syse a1 Buissaippe ul ojos & Legd s syromisu
[eanau ‘anss) [enads sup oy pajuasasd suoneandde ay) fg paiesisn)|) sy
‘aanpasosd sisdjeue [EInjonEs PEsEG-IUMLI|-INUL Sununsuod
-ip) pue pHEapdwos 2101 B 10] [SpOW JOIARY 3G sedouns v s¥ ppNYy UE Jo
asn ay) saquasap stafoy “saded syl up “gotaRy 3q Jo wonpard 1o SuEpow
jomeyaq §0 wapqosd Y o) NNV uE jo uoneddde ue sjussaad *siadoy
Kq *saded se sy “AFoouyaal sug jo woneaydde sanaeye pue Sunsaanu)
ue st EIEp uonRnws Fuzin Apuspnge pue guumdes jo suEaw ¥ 58 SNINY
Fuis) -SUOUEMWILS UGHINISUeS pue suoneiado ajeas-yauoq aaaasqo Aauy
=} 10M]12U U] UIEI] 0) paau Aai) E1ep 2 dunnbae 1o) yovosdde Bunsazau
ue yussasd sioane oy [ "SANPALDE UOTIINIISU0D SNOWEA JO Ananonposd ay
JIEWNED O] NN UE 350 0] mOY aquasep A3 ], "I01BWIIS2 UE 58 NNV UE o
250 9Y1 IQUISIP OS[R YSMIIUGIYS pue oy ‘saded Yiuaas 3y U] "UONANP
-axd jo swm 241 Fuipaoad APiEpAwWt swn Y Juunp PaI2a|Io0a BB U0
jou pue uonewsojut 1aflord Apes woly L1[IGISE3) JO DITWISES UE YW 150U
NN SIUI £'[2 19 IIUBUNIRY] JO JRY) WO JUIY)IP 51NNV S1Y1 Jo aand3igo
ay | ‘19aloid uaald v 10j uoijEZUEINpOW UONINIISUOD uisn Jo Alpugisea) ay)
s1ELINsa O) pasn N U Jo jusdo|sasp 3] 2qUE3p SI0UYINE U] "SUOED
-ap weansdn Aes jo (sanea s asueuwLopad 10 SIOMARYDQ) SIWOI NG
weassumop Junewnss jo swajqoud oy NN UE JO uopesijdde ue sjus
-aud *saystg pue erepnpy Aq ‘1aded yixes sy cesn Wl AHuaaIno 1410 yim
yoeordde sanspasd paseq-NNY oyl asedwoo sioyqine g ‘pousd el
pucfaq £ aepawun puodag smoy) Yl Pipaud 03 pue elep MO|j-1aa1 [BXNI0)SY
J0 pouad e axE) 0 paulEn St NNV UL “I13AU E Jo mol) oy 1ipaid o)
g1 [2powW I} "ISEd EIY) U] ‘[apow aanapasd e 5B gAY UE JO uotjendde ue
siuasasd *sasog pue *Lapngm ‘Asuuain ‘npueuniey £q ‘saded yye sy
sy
-aa yFrom pus dois o3 paau i Imoyism pue “‘Adojouypa 23ed wiens “ajqe
-1[31 RUOLI PUE *[BUOIIUAALOY 240 Fuism pasmboe aq ued saysnes urpeo|
sdpuq jey st yoeordde siyy jo wjpuaq sy “1aso sessed 18 S8puq ay) woy)
uaxEl sBuipeal asuodsal uied)s wosy yand) Buissed v jo sanquype sy) Sunpip
-aud—wajqord Fmddew as19Aul INpJouE 0] SYIOMIIU [BINAU O uopyead
-de ue prejop Ul $3qUOSIP ‘YPRAIGLY PUE ‘poold ‘ulEden) Ag “seded yunog
st “(SucnanpaI sSURNs 13qUA 3°1) $31E)s Fewep o) ...u..ﬁ__.an:_ T
-axe(dap jo swsied wouy Fuiddew o) Jindwoa pur annbowe Apamb o) ajqe
si dojaasp Koy NNV 9ULL ‘swisjsls (mnpnns w Fewep Bua3ap Jo way
-qoud Juiddews ss13atn pauonuauw Ajsnoiaoid oy Fuiajos o yoeoadde praseg

-jiomiau-jeinau e sjuasaid ‘ejalel pue yizomazs Aq ‘saded pay ay),
‘wiapgosd jo adLy yoea jo sajpduwexa
uasasd pue sjqeandde 1sow aie SysomiRu [EINAU [22) A3Y) YR1Ygm 0) Suuisaurd
-us (B w swajqosd jo sadf) Jolew ap Ajissed wepey pue pool ‘1aded
puoaas ay1 uj ‘sidasuod 2yl jo BupurlsiapuN sJapeal ) sascsdwt ey
‘Afopeue suoswosd Juajpoxs ue Fuisn ‘fem [2A0U PUE JEI[D B UL SNNY O
Guuepad sidaouos ay siuasaad ‘wesey pue poold £Aq “saded 151 Ay
‘uonEwnsa pue wonapasd jo swaqold ssauppe siaded noj
| ay) pue ‘uonesysse)s pue voneiadidiu Jo swijqoid ssaippe siaded
oM 1X3U Y] “syiomiau [einau o ndon ay sonponut siaded om 11y sy
‘wiajqosd paiejas-SurnauBua-an v o) NNY UE jo uonesndde dunsarou ue
siuasasd 10 ‘BuusowFuo (a1 01 sHNY Jo Anpgeajdde 2y) Jo mAAISA0 UE
syuasaid *spN v JO uonesado pue wio ayi jo aausadsiad anbiun g sjussad 1
258320 Palaa]as uaaq sey anss [eads sy vt saded yoeg yseousdde ue yans
Fusn paajos WISQ ARy surapqosd asayy yays yits A N2JIp 10 ‘$53000S 2N
ssnosip ol pue paijdde aq A spON Y U3ty o) swapgosd jo sadAy juasagp ays
Jo awos apensny op paRiwedio waaqg sey jeuinol oyl jo ansst [eads sy,
‘Buipping wotaunjapniw sdie] e uiyim walsds (v AH) Suuongpuco-ae pue
‘uonenuas ‘Funeay e se gans—paiewnsa g 1 ey Jupanbag ‘usowyun 51
2oukuLOpRRd PRIaad X3 JSOUM PUE JOIMEYIQ JO [IPOLU 1IBXI OU ST UYL Y21YMm
10y swagshs xapdwos jo S9)|0U0d pue sIDUdisap DIE sizouidun wasks
|EINIaNLS B Ul SfEMEp JO ‘UDIEDQ] PUE 1IIUINSIXD Y] IUNNIIP 0) LOhEW
-1oput Josuas Funaadisur se ypns—epep As1ou ‘aajdwosu jo s1aaadiaul
a1e s1gaudug ajqenidde 150w 2q 01 Juadde SNNY Y2Iym o) sweqod jo
saddy su Apoexa ase yua (eap st sssoudus ey swajqod sy jo Luepy
“EIER Ay W SIS JOLID JUDLWRINS
-EaM jO SJUNOWE U3 uays uass ‘sfuddew asoy) annboe LEanewoine
01 21qe 218 spNY J0 sadf) Jwog s1ossa00rd $)1 UEIMIBQ SUOTIIIUUOIAIUT
o jo aunuu pue ASopodor ay Aq pauyap s (f2yloue pue uonEwIojul
1o wiatied 3uo uasmiaq Fuiddews ) *+311) sIINdIWOD Y1omIaU B 1EYA, "SHUN
Fuissasoud i) uSIMISN SUDIAIULGY S Kq PAJIPOW PUE PABA[Y T 1EY)
suoiieatise punole ssed 1ey) (212M1J0S U1 19INdUWOD [BLIJS B UO PIIENILIS
ua1jo) siun Fuissasoud adwis Jo vonaafjos e Aidwis aunb st Y wy Fud
«dew ey Funussandas giwp Jo 138 € usad ‘a3ioue o) uonewLIoU JO aonds
ajeuean i auo wos) Furddew & sindwos pue *jussasdas *asinbae oy apqe
wisieyoaw feuonE ndwos v st NNy vy swaisks Juisauiius jo Junapow
a1ji Swoddns 10) ool € sB (SNINV) SHIOMIDU |EINIU [BRYILE JO [emuaod
a2y ednsaau o) undag DALY S19YIIEIEDI “sreak (EAIASS 1S Y UIYIAY
luapsds ayl Lg pRIgIYEa 10IARYDG SY) WOL] paliajul si washs
B jo a5 Sy yangm u wapgond Jusddew 2510auE ue sE Umouy 5| wapqosd
o ed S1 [ C2Mans Sl Uo SUCHE 30| SNOLEA e paoe(d s1aanpsuR) 1U3W
-zou|dsip puE SI919LU0IA[2228 WOl paaajjod erep Junaxdiajul Aq siaquiaw
[RINANIS Jo spuesmoy yiw Suippng e wr alewep Junpaap jo wajgosd
211 1apisuna “ajdwexa Jo ] “uatuuoiiaud Easiyd sjqeonuoes-ssa  “Asou,,
£ UM SINJ20 PUE I0WEREA- W SHGIYXD ‘sdmysuonepuayu (umouyjun
usijo pue) apeueanmy esuuou £q paulzsod s1 swaisds ssag jo Auew
JO I0IARI3G U1 1FAIMOE SI0IMEYRg xajdwo sag Iipaud pue |ppow o)
2[qE Iq 1SN 15O S e Pul S13aurEuD om CRINIEY pUE dpEW-UEL Y10g
'swaisAs Jo 10IATYaq Y1 [onuod pue azfjeue ‘udisap o) sdwane no uj

DNIHIINIDNT TAID NI 378VIITddY
AHY SHHOMLIN TWHNIN TYIDIEHILEY AHM ONY SHIHM

IVIHO.LIAG

34

CIVE 711 - Dr. T. Hegazy



NEURAL NETWORK

CHARACTERISTICS

— 0

IHSTRUCTIONS —/7 — |

&
SINGLE |
INPUT DEVICES -_ﬁnﬁ&lfg%ﬁﬂ OUTPUT DEVICES | | g
[memory uniT] Ga
DIGITAL COMPUTER

(serial architecture)

NEURAL NETWORK
(paraliel architecture)

ADVANTAGES OF N.N. :

BUE TO STRUCTURE:

- Speedy Processing. - Distributed Memory.

- Fault Tolerant. - Efficient Performance. - Hardwar
DUE (o]

- Learn by Example. - Able to Generalize.

- Can self-organize. - Have Associative Memory.

- Low Requirements.

[ ICONCEPT

Seleck Selact
Applicalien Pamcigm
|
Seunisics.  [Mprotiem Problem

Analvals Slruciuring

hsaauriafics. Knewledgs | Paradigm Tralning
Acquisition| Codng | Testing

| Cralafled procedurs

Use
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EXPERT SYSTEMS NEURAL NETWORKS
-Limited to wall-undarstood reasoning -Saolve analogy problems considering
intensive problems in a namow domain, large number of attributes in paraliel.
-Low speed as compared 1o paralel -Learn through few examples and
o architecturas (in large problems). genaralize the solution, responsds to .
c | “Experts must be available & able to nolsy, incomplete, or unseen data. o
2 | articulate how they arrive at soluwions, -Able to perform real ime tasks. =
B | -Expensive software development and -Fault tolerart (has distributed and =
E maintenance are neaded. . associative memory). Q
=i | -Mot surable for problems including -Vary fast (has parallel architecture). w
induction or analogy. -No knowledge acquisition problem.
-Incapable of learning, generalizaion, -Litths or no software equired.
or respond to noisy or unseen data. -Less user sofistication required to usait.
w | -Provide reasening and explanation -Sometimes provide non-reasonable L
% capabillities & good usar interface. responss although well trained and ;
2 | -Facilitate interaction with needed thoroghly checked. =
S | numerical computations. -Do not provide explanation. =]
% -Preserve heur/stic knowledge o
=L

PROBLEM
CHARACTERISTICS
CRITERA FOR NEURAL MARKUP
NETWORK APPLICATIONS PROBLEM

Conventional computer technology |s Inadeguate.

Problem requires qualilative or complex
quanlitative reasoning.

Problam is reutine and knowledge Iz mailnly
implicit and can not be modeled in IF.THEN rules.

Solutlon Is derived from a large number of highly-
interdependent paramelers thal have no precise
quanftification.

Solution is derived quickly, based on "gut fealing”™
and no selp-wise logic or computations are

Invalved.

Problerm area lIs rich In historical examples but
data sel is Incomplete, contains errors, and
describes specific examples.

Development time is shaort, but sufficient training
time is available.

. W

\
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Exercise

Develop an ANN to estimate the cost per square foot for one-story homes. Enter data for 40 houses but use only 30
training cases and 10 test cases. After you enter the data, erase or initialize the weights. Then, use solver to obtain an
average error of 10% and add a constraint that each individual case has only 15% error. Test the accuracy of the ANN on
the 10 test cases. If you train the 30 cases on an error level of 20%, what is the impact on the error of the test cases?

Creative One-Story Homes: Designed for Convenience

[ DH & U
Page Design 5q. Footage Bdrm Ban Foundation Framing Facage Hool wiom & Depen
9738 | 2136 3 2% Crawl 24 | Siing Conw. 764" % 644"
25 B7TB4 1.815 3 2 Crawl 2x4 Siding Conw. 70-8" x TO-2"
;| 8063 1789 3 2 Crawl, Stab 24 Brick Conv, 7840 x 470" J
27 8734 1.577 3 z Crawi 224 Siding Conv 69'-8" x 67-8" I
|EEs | a8 2,549 a 2. Basement 26 | Siding Truss sEax536 | |
28 3466 1,800 2 z Crawl 2x6 Siding Truss Bg-0 xag2” | T
| 2% | 2047 1,530 3 2 Basement 246 Siding Conv. 750" x 435" | _‘I
a0 3aaz 2,158 3 FL Basement 26 Sidng | Comb. TE4 x 460" |
Fi20. | 2803 1,949 ] 2% Basement 24 Brick Truss 74-10° x 42-10° | _'I
3 2880 2.758 3 2Y2. 2 Basemen! 2x6 Siding Conv. B1-4" x 760"
£32 | 3380 4,082 3 2'2 Basemen 2x4 Brick Truss 600" x 72-0° b
33 3558 2016 3 2z Basemen! 2x6 Sitking Truss | 77-10° x 73-10° r
@s& © | 3580 2,189 3 2 Slab. 2x6 Stucca Truss 56-0" x 720" |
34 a204 1.9M 3 2 Basement 2ud Brick Conv. 56'-0" x S8-00
53034, | @201 1,996 2 2. Basament 2x4 Brick Cionv. 64'-0" x 50"-0" |
35 9362 2172 3 3 Basemani 2ud Brick Canv. 760" x 46°-0°
L. 36 9375 2,456 3 2% Basement 2xd Brick Conv. 66'-0" x 680" |
ar T2ag 2518 2 ey | Basement x4 Birick Canw. 740" x B7-8"
gi38-. | 83 [, 2409 3 2% | Crawl Slab 2x4 Brick Conv, 85-8° x 684" !
a9 806 | 2697 3 2% Basemen 2xd Brick Conv, B5-3" x 67-3°
T 40 8009 | 2328 4 2 Crawl, Slab 2xd Brick Cony, 794" x 50°-5° ]
41 gEar | 2180 a 2 Basamani 2x4 Brick Conv, B4.0" x B4-4"
42 3346 | 2082 | 2 248 Basement 2x6 Stucco Conv, 645" x 340" |
43 8BRS | 2295 | 3 2 Basemant 24 Birick Cony, 680" x 496"
Al 8808 | 2902 3 2Ve Basement 2x4 Brick Conv. 71-3" x 66-3° |
a4 BA%4 1,650 E] 2% Basement Zxd Brick: Conv 556" x 57-G"
S48 | se0? 2,785 3 3 Basefmari 24 Stucco Conv. 720" x 73-0° J
45 | B&72 1815 3 2" Basament 2xd Stucen Conv 600" x 58'-6°
=46 | 8923 2,38 4 3 Slab 24 Brick Conv 620" x67-10" | |
47 | BO0E 2108 3 2 Slah 2xd Brick Caonv. 578" x 670"
. 48 3488 1.544 a 2 Basement 25 Brick Truss 728" x 474" ]
48 8161 1.823 3 2 Slab 2x4 | Brick Conv., 620" x 57'-4"
7,49 2088 1,894 3 2 Slab Zx8 Brick Conw. 65-8" % 566" ]
50 2851 2730 3 2z Basement 2xd Bnck Conv. | S1-8x520° |
= 50 z779 3.225 3 272 Basement 2xa Brick Con. 928 x 468" 1
51 2062 2112 2 2 Basamant 256 Stucco Comb, 634" x 54'-10°
sAv 52 2815 2,758 3 - 22+ V2 Basement 26 Siding Conv, 814" x 78-0° I
52 8250 | 2133 3 2 Basement Zxd Brick Conw. 744" x SB-0C
T 53 | 2879 3,440 F 272+ Basement 6 | Siding Conv. 1050 x52-8 | |
54 6622 2,190 3 2 Siab 2x6 Siding Truss 580" x 54°-0°
~ 55 6607 2,200 3 2z Siab 2x6 Brick Truss 630" x 7907 |
55 B34 3477 a 2% Slab Block | Siucco Comb. 950" x 888"
- 56 zmzz 3,505 3 2Vz Siap Zx6 Siucco Comb, 07" x 6611 _I
56 3431 1,807 3 2 Slab 226 Stucco Conv. 616" x B7-4"
57 | 3405 3,144 4 3 Slab 2«6 Stucoo Conv., 139'-10" x 63-8* j_
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r square foot)

. Site Work | Foundation | Framing | Exi. Walls | Rooling Interiprs | Specialties | Mechanical | Elecirical | Owverhead ﬁ“';gg{ Total Cast
| 108 | mes | 2480 | 2842 5.45 1654 | 840 8.19 5.33 758 | s115.79 $247,327
| 118 1267 28.21 | 2558 5.74 16.27 9.79 8.38 6.10 7.07 | $121.86 $221.178
"] o4 791 | 1307 | 1648 5.1 1370 B.40 8.21 417 | 542 | ss2ss $148272 -

| wn 1445 | 2839 2348 577 17.15 5.88 870 | &13 | BO7 | s12341 |  soangen

| 101 | 1070 | 1481 | 159 231 1308 | 852 7. | ‘a2 543 | 8386 |  s213759 %

1.16 72,63 3000 | 1648 202 15,83 851 | 738 | 490 1113 | 517013 |  $306,.234
1.15 11.90 1450 | 1807 | 411 13.88 950 | 847 | 258 5.86 saas1 | s183B03 L

N 1.07 12.81 16-38 15893 | 4.40 13.74 10.53 a.61 3.48 5.08 583.05 L S201,732
1.12 12.68 1418 | 18.26 I 3.15 13,04 B8.35 721 AT 572 287 51 51?6.553‘:"'

| ogr 7.97 1535 | 1653 | 328 | mso 9.94 7.39 3.89 5.40 582 62 5240176
0.65 8.03 10.85 | 142 238 | 1.0 9.97 7.04 225 453 | sesz2 | semuaTAL

0.96 883 17.22 2132 4.54 12.31 10.71 7.38 3.31 812 583 48 S272.588

| o03s 8.78 115 | 1495 385 | 1300 | 1235 a.24 348 534 | sat4s £178.960

i 1.13 a67 | 1827 17.00 748 | 1481 11.19 B.25 422 6.30 556.30 £184,029

[ 11 916 | 1658 | 1853 78¢ | 1489 | 433 8.13 4.85 872 | $133.39 $266,246 100

1.07 9.59 1493 | 17.24 7.38 1534 | 1258 8.31 4.42 836 | S97.19 5211,007
1.02 43.79 17.33 | 20.58 4.15 1364 | 1444 8.08 4.25 891 | $138.19 $334,483 1i
1.02 072 | 16.35 23.04 7.08 | 16.897 13.54 741 «.30 7.03 | 5107.44 5269,889
| 02 494 | 1930 | 2042 505 | 17.14 9.74 826 | 387 622 | sosos $228.875 -
| 088 1926 | 2082 | 2330 4.24 1724 | 1228 652 | 374 | 7358 | sns7e §312,151
| o33 w08 | 1253 | 1570 4.15 13.41 10.17 7.47 a7 s45 | ssazr | ° ;mﬁ;ﬁm
1.08 20.81 19.24 | 2T7.55 | 443 18.58 14.99 : 8.45 3.48 B8.30 i S5126.92 s272.878

| 110 1326 | 1814 | 2052 | 3ss 1406 | 856 | @8z | 353 643 | $98.30 199,746 ik
1.05 1878 | 2180 | s044 | 4as 17.04 1280 751 | =235 | s34 | siers 5282,613

| o097 | 1558 | 1930 | 2870 | asr 1617 | 11.13 6.86 377 | 748 | 511400 $330,828
120 | 2124 | 2285 | 3220 | s02 2220 15.42 10.12 a.88 8.40 §143.73 $237,155

| ose | 1771 | 1584 | 187 | 420 2256 | 1435 8.32 474 | 754 | sns2e $320,943 -k |
1,15 17.30 21.07 | 2314 417 2563 1436 5,14 471 | B4s | sizo31 |  s234.508

| o0z 27.35 15.76 | 19.60 4.46 13.97 8.30 7.5 4.17 713 | 10001 | %257,

| 035 11,36 13.26 | 16.70 3.72 11.75 7.12 7.57 341 526 | seoso $169,775

] 1.12 12.10 16.61 | 20.91 3,13 14,93 054 8,18 417 6.35 I £67.04 smﬁﬁ
0.38 26.63 12.13 21.29 4.52 i 14.35 8.03 797 3.85 5594 | S106.09 5204.0Mm

| oar 26.13 1n.17 | 18n 432 15.59 8.72 7.68 2,76 675 | $103.20 5205781500
058 | 1087 | 1443 18,29 361 12.80 7.28 §.32 3,39 543 | sman | s33ve3

| o3 887 | 1363 | 1687 276 1275 | 902 5.94 3.16 518 | S79.11 |  $255.1s004|
1.08 £3.87 15.60 | 20.38 3.15 13.29 785 8.34 3.22 958 | 14636 |  S309,112

| ooa 11.04 16.78 | 17.45 3.73 1273 | 148s 7.59 4.24 6.25 s95.64 | - $263,775 e
1.08 9.60 16.32 21.30 ?.9-2 15.03 11.48 B.12 .57 B.68 S5102.11 217,801

| o087 8.85 17.48 | 21.68 298 1352 8.3s 6.76 351 5.88 ses.8a | - '$309,187
1.07 738 3510 | 2213 382 19.18 871 B.57 4,66 768 | 51Tl £257,128
034 | 7es | 17e2 | 113 | 1508 14.82 8.21 8.35 5.34 655 | s100.08 - '
025 | w080 | 1664 | 1995 13.87 1436 | 1236 7.70 419 6.99 | S106.91

| oo g8 | 1418 | 1545 8.25 12.13 7.13 720 | -228 5.56 $84.96
1.13 10.80 aze6 | 1805 1.46 1508 | 1040 8.74 5,90 729 | $111.48

| o028 635 | 13.75 | .12.18 187 | 1054 | 737 | 718 s 342 440 | -$67.32.

Exercise

For the above ANN, develop and sensitivity analysis sheet with 100 scenarios that are have + 5% random variability (as
done in class. Also, develop an Excel sheet for an ANN with an input buffer, 2-hidden layers, and an output layer. The
layers have 7, 4, 3, and 2 elements, respectively. Consider bias elements as in the ANN template on the course web site.
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Fuzzy Sets & Fuzzy Logic

1965 Lotfi Zadeh — Fuzzy Sets (Loose Boundaries) i.e., everything is a matter of degree not True/False.

100% =1

100% =1
Young Middle

14 70 13 18 55 65 100

Other Shapes:

Karate Baseball Vollevball

1
Membership Functions:
Height
0
Young: X: (0, 13, 18); H
M: (1, 1,0) =Degree of membership
1

Set=X/u=(0/1, 13/1,18/0)

Middle

Middle: ( ) 0

13 18 55 65 100

e A
Very L)} éf E;
: | _ . . i |
o l I Very very [paix)]
150 160 170 180 1040 A0 M0
Height, cm
More or less HEAx) 5 f ‘SS
Somewnat ialx) Ef %%
Indeed 2[ palx)]? 0=, <05
- -
Operations of Fuzzy Sets: 1= 211 — paG) 1105 < pin € 1 Z | \_

AND OR NOT

old: )

1.0

o

Degree al meamrhership
| £ 2 &
¥ L] [+
Il | T
L
|

o

£ Fs
| Very shorl

Example....Paper
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PROJECT MANAGEMENT JOURNAL

BASIC CONCEPTS OF THE THEORY OF
FUZZY SETS

Editor's Mote: To clarfy the concept of Fuzzy sets as discussed in the preceding paper.,
the authars were asked 1o develop a simple explanation of "Fuzzy Ses.” The following

i included a5 1 non-refereed addition to the aricle,

Roozbeh Kangari
and
LeRoy T. Boyer

[nformation in general can be divided into two main
categories: cerain and uncertain informadon. In a cenain
information system, complete dataand information are avail-
able. However, most real world problems are based on
uncertainty. Uncenain information can be divided info in-
complete precise information which wtilizes probability
methods, and imprecise information for which fuzzy set
theory can be used to give verbal statements a numerical
clarity without losing their imprecise characteristics,

For example, if a project is completed in 240 days, this is
4 certain information. However, if there is 20% probability
that a project will be delayed, then this incomplete precisé
(quaniitative precision s possible) information is expressed
in probabilite. An example of imprecise information is:
fsmall delay” in project completion. In this case, 2 “small
delay" represents fuzzy or imprecise information which can
be analyzed by fuzzy set theory. The objective of this paper
is (0 describe basic concepis of the theory of fuzzy sets.

A Fuzzry set is class of objects with a continuum of grades
of membership. Sucha set is charicterized by a membership
function which assigns to each object a grade of membership
ranging between zero and one. A fuzzy set [Al in universe X
is characterized by a membership value a(x) which as-
sociates with each point in X a real number in the interval
[0,1] as follows:

[A]=[x! p alx)] (1)

in which [A] = a fuzzy set; palx) = a membership value
herween zero and one; and x = an element of universe X. A
membership value of one indicates "clearly belonging to”
and zero indicates "clearly not belonging 10" a set. It indi-
cates the degree of belief regarding a set.

Most complex project management decisions in real world
practice are made in terms of evpert’s infuitive judgement
and are expressed linguistically. The refore, it is important o
model the expert's (project manager’s) elecision-making
process with linguistic expressions. The values of linguistic
variables are words, phrases, or sentences. For example,
*management efficiency” can be considered as a linguistic
variable with values: "low", "average", and "high", which are
classifications of "management efficiency.” but not clearly
defined. In other words, they are "fuzzy”. The theory of fuzzy
cets can be used 1o mathematically analyze these linguistic
variables in a logical manner (o obtain ananswer o complex
management problems. Fuzzy set theory utilizes linguistic
variables and provides a method for the transformation of
verbal staternents to a numerical system.

For example, a project might be considered risky if its
management and cost control are wreak, or, if resources
availability and prod uctivity are low. Fuzzy set theory allows
rranslation of these words into a mathematical system.

In classical set theory, an element is either in the domain
of the set, or it is not. In fuzzy set theory, the degree of
membership of an element can be any value in the interval
[0,1). If the membership value is one, then the item is
definitely 2 member. 1f the membership level is zero, the
ftem is definitely not a member. If the membership value is
berween zerto and one, the value stated indicates the belief
that the itemn is a member of the set. Therefore, a fuzzy set
consists of a number of elements with assigned degrees of
membership. The degrees of membership are collectively
called the membership function.

Suppose the fuzzy set [E] represents the universe of
discrete "management efficiency” measured on scale of 0%
1o 1009. Then, "average management efficiency” may be
expressed as the fuzzy set
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Figure 1. Graphical Represenranon of
"averupe Manapement Efficiencoy”

lAverage Management Efﬂ;:if:nqr] -
[BF 00, 4001 0.2, 301005, 6009, TMal1.0, B08s 0.7,
Gkt 0 .0) 31

Thizs expression @ shown in Figuee 1 it means that 700
management cfficiency s definitely o member of the set
faverngre management eficienoy ™ 300 or less, and S0 or
rrucre are delinilely 1ol members af e set; anad B8R, 60,
0%, ancl 40% are somew here in bervesn in terms af mem-
bership. In classical sct theory the set"average management
efficiency” will have membership values of one or zero as
shown in Figuee 1, in which one indicates definitely a
membern, and zemo means not a4 member, This term in classi-
czl set could be expressed as:

~H:igh

Avrage

L

m0

70

.

(4|

30 40 5D &0 a9

& = Level of Management EMMiciency (%)

Figure 2. Graphical Repr&wnmrjﬂﬁ.n!’ Fl.li.?.rf Ser
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[Average Management Efficiency] =
[5091 0.0, 0% 1.0, 70% 1 1.0, A0 | 1.0, 9081 0.0 L

which indicated that 60%, 70%, and 80% mandpement
efficiencies are considered "sverge” with membership
values of ane.  Any value outside this mnge 15 not an
"averape management efficiency” and has 4 membership
value of zero.

Utilizing concepis of The fuzoy set theory, different

classificanions of "management efficiency” can be defined.
Fipure 2ahowes the levels of "management efficiency™ high.
aventge, and low, Complex project nunagement problems
cien b divided e a serdes of detatled questions which may
b answeretd with simple des criptive words, These descrip-
tive words can be defined by Fursy sets o abuain the relevant
resules reguired.

Project management decisions ame olien based on a
eommbination of objectire soientific knowledge, sabjecive
information, and management judgement, The theory of
fuzzy sets can be wsed 1o ncorpormte the combinaion ina
logneal manner. Fuzzy set wechnigques can be used 1o inter-
pret and manipulate information from different sources,
ewaliile uncenainty, and incorporate judgementlo mprove
the decisinn-making process.

To manipulate vague concepts, ey sels can be mamipu-
lared rmathematically by the following union and intersec-
v definitions. The wnion of fuzey sets [A] and [B] is defined
as the larger value (max) of the suppor for each ser and
expressed by the openition, A "o B s follow:

3l

I£Y

LAl 1B = [ g wmix] = D Dt pea0x0, g pixd ]

i which U= union of ses

The intersection of fuzzy sets (Al and [B] s delined as e
lorwesr vashus (o of the suppon For sachiset, and e prossed
by the operation, A and” B as follows:

FATBL = sl poa )] =[x ming palc, ppixd] {3}

in which 7= imtersection of sets. For cxample, i the fueey

set[A] reprasents level of qualig, and [B] indicates the level
oof profil in a project . ther intermection of the i sels means
that this project & satisfaotony if "gquality” of work ancd "preof”
coxmbi ned sre satisfactory. To furtdher olanify these eopuations,
assume the following example: A project mamager has ex-
perenced that a project’s profitabilivy [2] s a funcion of
three factors: management efficiency (Bl productivity [F],
arl marketing [MIL Further, a project s profiable if s
*markening " and "management efficiency” or its "marketing”
and "productiviey” is medium. Therefore, considering Egs. 4,
and 35, profitability can be represented as:

12f iveinlED UiMin e

Consider the above equation, assume that a project
manager 15 interested o know whether s plven projest =
profiable if it has "Average Management Eflicieney",
“Average Productivity”™, and "Excellent Marketing? The

CIVE 711 - Dr. T. Hegazy

42




46

fuzzy sets describing each of these linguistic variables are as
follows:

[E]l = [30%%1 0.0, 40961 0.2, 50% 1 0.5, 6091 0.9, 7% 1.0,

8006 10,7, 90Pe 1 0.0] {7
[Pl = [30961 0.0, 40% 10,3, 50% | 0.6, 60%%10.8, 70% 1 1.0,
Alnal 0.0] (8}

M1 = [$0% 1 0.0, 50%1 0.4, 60261 08, 70% 1 1.0, 50041 1.0,
G0%11.0, 10071 1.0| )
Litilizing Eq. 5, intersection of fuzzy sets can be calculated
as

[M] B = [408:10.0, 0051004, 6006108, 7041 1.0,
BO% 0.7, 90%10.0]
(100

[M] IP) = [400¢1 0.0, 5091 0.4, 60%10.8, 70%| 1.0,
B0%10.0]
an

Percent Frofit
1m0 12

Q 2 4 & a8
1.0« + + #

0.9= . ;o
Mediom # %
ol

0.8-
0.7+
0.6+
D54
0.4
0.3
0.2 T
.

0.1=

|
0.0 !
1] 10

B ()= Membership Value (Degree of Beliel)

20 30

Level of Profliability on Zsro 15 Hundred Basis

Figure 3. Estimating Profitability of a Project by Fuzzy Sets

Now, considerng Eq. 4, union of the above two fussy sets
is as:

[Z] = [0%a | 0.0, 50% 0.4, 60% | 0.8, 7T0%1 1.0, 80%I10.7,
S0%010.0] (12}
The fuzey set [7] shows the level of profit of this project,
The overall resu't, [Z)], is berween medium and high profit
curves as shown in Figure 3. Therefore, it can be concluded
that this project s expected 1o have a medium-high profit,
and it is satisfactory and profitable from project manager’s
view point.

PROJECT MANAGEMENT JOURNAL

The procedure of linguistic analys.s using fuzzy set theory
ronsists of: assessment of varables in linguistic term le.g.,
low management efficiency”), manslations of linguistic
ferms inio fuzzy sets (e.g, Egs. 7, & and 9), mathematical
caleulations (e.g., Egs. 10, and 111, evaluation of the overall
results in fuzey sets (Eq. 12, and rrarslation of the fuzzy sets
back into linguistic terms (e.g., "medivm-high® in the above
exampled. In this manner, complex risk analysis of a project
is possible by combining linguistic and numeric information.

The fuzzy set approach is able to describe complicated
systems where conventional mathematical methods have
failed. It provides a rational and systematic approach 10
decision-making,

Praper development of reliable membership functions
appears to be the primary obstacle to application of the
theory of fuzzy sets to praciical project management,

Generlly, the membership values are assigned based on
subjective judgement of experts and on available statstical
data. It is imporant to give special emphasis to the way in
which the membership values are assigned since they play
an imponant role in fuzzy set theory,

Fuzzy set theory originated in the work of Lofti A, Zadeh
(1] in 1955, Fuzav set theory has snce been considerably
developed by Zadeh [2] and some 300 researchers. It has
blassomed into a many-faceted fizld of science wnguiry,
drawing on and contributing to a wide spectrum of areas
ranging from pure mathematics and physics 1o medicine,
management, linguistics, and philosuphy.
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1973 Fuzzy Logic (Linguistic variables):

Fuzzy Logic = Precisation of approximate reasoning.

I I
Men are mortal Most Sweeds are tall

Joe is a man Joe is Sweed
Then, Joe is Mortal Then, Joe is likely to be tall

- Car driving; Understanding language

- In Engineering, it is better to be approximately right than precisely wrong. Does it make sense to say that our project
will cost from $780,412.6 to $816,764.9?

- Many practical applications on machines and systems involving linguistic variables

- Natural language applications + Better web search engines based on Perception.

- In Google, How many horses got Ph.D. from the UW?

- What is the distance between the largest city in Spain and the largest city in France?

- Fuzzy Logic process: Fuzzification — IF-THEN rules — Defuzzification

- Example on Fuzzy Logic: Layout of Temporary Facilities Column
P y Log y porary 1 2 3 4 5 B 7 8 9 10 N
1 |
Code Facility Name A (M?) Type 2
. 3
11 | Machine Room 60 Fixed | oo, iiser defing = Site shape
8 Parking Lot 60 Fixed 57 pbstacle
9 | Tank 40 Fixed N ] %’%
3 Information and Guard 20 Fixed 2 B ;@::Wj///
10 Long Term Laydown Yard 400 Normal 27 | ] \\\&\\\:\\‘\\\Q\\\\\\%
____ §\\\\{§\\§ ]
6 Cement Warehouse 320 Normal 5 *\%\k‘\x i
12 Scaffold Storage Yard Rebar | 220 Normal ; \ NN (d,)
5 Fab/Storage Yard 60 Normal g “<
1 Offices 40 Normal 10
7 Testing Laboratory 40 Normal " Fixed facility
2 First Aid 20 Normal V7
4 Toilet on Site 20 Normal 12
Sitehoundary/
Low hiedium High
e : Site and Facilities Representation
g T T T T Wiark Flow grips £ day)
0 50 100 150 200 %\stic Sets
Dagree or LRGSR Degree of A | Absolutely Important
hembership (1) Memb:arsmp(y) E | Especially Important
| Important
Lo Medium High 0O | Ordinary
i U | Unimportant
# | Undesirable
Kou 0 E A
1.0+
o Safeby/Erwironmental
lI 4 % IID Concems
[b] SafetwErsviranmental Concerns
Degree of
hdembership (¥ 0 — — . T » Closeness Values
Fuzzy Output Variable "Closeness Rating”
o 1 I T p” Wiariability

[z ) whior kability
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Fuzzy Decision Rules

R Work Safety/Environmental , Closeness
ule no. User's Preference .
Flow Concerns Rating
1 Low (L) Low (L) Low (L) Ordinary (O)
2 Low (L) Low (L) Medium (M) Important (I)
3 Low (L) Low (L) High (H) Especially Important (E)
4 Low (L) Medium (M) Low (L) Unimportant (U)
5 Low (L) Medium (M) Medium (M) Ordinary (O)
6 Low (L) Medium (M) High (H) Important (I)
7 Low (L) High (H) Low (L) Undesirable (X)
8 Low (L) High (H) Medium (M) Unimportant (U)
9 Low (L) High (H) High (H) Ordinary (O)
10 Medium (M) Low (L) Low (L) Important (I)
11 Medium (M) Low (L) Medium (M) Especially Important (E)
12 Medium (M) Low (L) High (H) Absolutely Important (A)
13 Medium (M) Medium (M) Low (L) Ordinary (O)
14 Medium (M) Medium (M) Medium (M) Important (I)
15 Medium (M) Medium (M) High (H) Especially Important (E)
16 Medium (M) High (H) Low (L) Unimportant (U)
17 Medium (M) High (H) Medium (M) Ordinary (O)
18 Medium (M) High (H) High (H) Important (I)
19 High (H) Low (L) Low (L) Especially Important (E)
20 High (H) Low (L) Medium (M) Absolutely Important (A)
21 High (H) Low (L) High (H) Absolutely Important (A)
22 High (H) Medium (M) Low (L) Important (I)
23 High (H) Medium (M) Medium (M) Especially Important (E)
24 High (H) Medium (M) High (H) Absolutely Important (A)
25 High (H) High (H) Low (L) Ordinary (O)
26 High (H) High (H) Medium(M) Important (1)
27 High (H) High (H) High (H) Especially Important (E)
“Yalue of Walue of “alue of “alue of
wariable 1 variahle 2 variable 3 autput
WiF= SE = P = R=
User input 10 3 & e

Rule 1 [ ] Areat |

Input the numeric values of
Step1: expected WF, SE, and UP
hetween each two facilities ¥ ¥ ¥ ¥
& & & &
P2 | Fyzzify inputs by applying the input 104 L 1.04 L 1.0 L .

Step3: Calculate the firing strength of each

tule using the minimum operataor o1=2
¢ 0 1 Y w0 |"’ \I » 0 ’H » 0O " "

values to the rules to get their : ! 1.0 Areab at min.
membership values of w1, o2
2=.67 LS
$ Rule 6 ° and ©3
®3=33 /

Stepd: | propotion the cansequence of each : ShEL fes L e £ e e =t

rule to its firing strength . |

StepSi | agoregate the consequences of all
rules to form the overall memb ership Rule 27 | Area2?|
function of the output ok
05 Overall membership function based onthe 27 rules
Defuzzify the output by .
Steps: getting the center of area to 05 Envelop enclazing &ll
ohtain the facility closeness. o areas (areal to areal?)
ERE)
=
w 03 Areab
=
-
Steps of Fuzzy Rule-Based Module = .(
04
a
a a0 000 1500 2000 2500 e an il 250 4000 4500

Overall output = Center of Area=2100 Dtput VElues

COG=Z(ux)/Zp
Calculating the Overall Membership function for the Qutput Variable
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Hybrid Applications:
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Infrastructure Asset Management

While the civil infrastructure is the foundation for economic growth, s \
a large percentage of its assets are rapidly deteriorating due to PROGRESS REPORT
age, aggressive environment, and insufficient capacity for
population growth. In 2003, the American Society of Civil e D“Tﬂbfo'f |
Engineers released a report card on the infrastructures in the USA - -
that gave failing grades to many infrastructure systems, and Tmnt“ - 3
identified the need for $1.6 trillion (US) to bring the assets to e D =]
acceptable condition (ASCE 2003). Similarly, the environmental, [Schools D- |
social, and transportation infrastructure systems in Canada [Drinking Water D ¥
require huge investments that amount to approximately $10 billion [Wastewater D 4]
(US) annually for 10 years (Federation of Canadian Municipalities [Dams D 4|
1999). Since the environmental, social, and transportation sectors Sl Wi Co =
represent about 25% of the Canadian infrastructure expenditures P T
(Figure1, Statistics Canada 1995), it can be assumed that the Navigable Watcrways D 3
infrastructure system as whole requires an investment of about [Enceay - D+ ¢ |
$40 billion per year for ten years. Despite of th$is large need, the Armerica’s Infrastracrire GPA
Infrastructure Canada Program allocated only $2 billion (US) for | et T e
the year 2000 to all infrastructure sectors (Federation of Canadian | Eesle J

-

Municipalities 2001), thus covering only about 5% of the need.
With the non-residential buildings being largest sector of the infrastructure (approximately 40%), such sector is
expected to suffer the largest shortfall in expenditures on rehabilitation and repair.

Transportatin
14%

Transportation
Water 2% Marine 1%
Sewage 3%

7, Electric 4%
Communication 4%
Oil and Gas 2% SR e

Water 2%
. Sewage 3%

Electric 10%

- 0
Other 8% Communication 4%

Non-

Residential Oil and Gas 21%

Non- Buildings 40%
Residential
Buildings 63% Other 5%
a) USA b) Canada

Average yearly expenditures by type of infrastructure
Important Questions:

- What assets do you own?

- What is it worth of each asset?

- What is its current condition of asset components?
- What is the remaining service life of the asset?

- What is the predicted condition in the future?

- What do you fix first?

- How do you fix it?

- What is the condition after the repair?

- How will you execute the many repairs?

Important references: Please download from the course web page.
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Scheduling Repetitive

& Linear Projects

Problems with CPM & PDM
Resource-Driven Scheduling
Crew Work Continuity
Learning Phenomenon

Integrated CPM & LOB Calculations:

Conflict

New Representation: -
C D
'] £ T
c
o / ¢
> y yill £ L/
3 v AT :
crews 7 crews i 7 crews 7 crews
5 | / | i L/
3“ I rew] 3 7 ? 7
Crevy 2
1 i S N T
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Canflict
huffer Time
Crew Synchronization Calculations:
Crew 2
5
2
c
=]
crews (C) = (D) x (R)
MNo. of Crews
(€)=3
Time
5 B
Calculating a Desired
Progress Rate (R): i
i)
'c
)
2__
1
Time
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Example:

For this small project, the work hours and the number of workers for each activity are shown. if you are to construct these
tasks for 5 houses in 21 days, calculate the number of crews that need in each activity. Draw the schedule and show

when each crew enters and leaves the site;

B. Sanit. Main D. Footing 2
48 hrs, 3 W 64 hrs, 2 W
A. Excavation C. Footing 1 E. Wall 1 E. Wall 2
48 hrs, 3 W 64 hrs, 2 W ] 72 hrs, 3W 72 hrs, 3W
Step 1. CPM Calculation
Step 2: LOB Calculations Deadline T, =21; T,=__; n=5
Duration | Total Float | Desired Rate (R) Cl\r/lé\r/]\;s éféuwasl Ag;?:'
Activity (D) (TF) (n-1) / (T,-T1+TF) (C)=DxR (C.) (R)=C,/D
A
B
C
D
E
F

Step 3: Draw the Chart

Draw the critical path

1 2 3 45 6 7 8 9 10 11 1213 14 15 16 17 18 19 20 21 22 23 24 25

Assume:

- Same no. of Crews

- Activity A in unit 2 has
double the duration

- Unit 4 does not need
excavation.

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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More Advanced Linear scheduling Model

Flexible features for scheduling the activities include:
crew interruption time;

quantities; productivity impact;

color-coded or pattern-coded crews; varying
crew staggering; crew work sequence; and

activities’ progress speeds (slopes of lines). It is noted that the schedule is efficiently arranged with crew
work continuity maintained. Also, overlapping is avoided by simply showing the activities of each path in

the work network separately. In addition:

Activities are not necessarily repeated at all sections.

2. Activities can proceed in an ascending or descending flow. This provides work flow flexibility and

provides for a way to fast-track projects;

3. Each activity has up to 3 methods of construction (e.g., normal work, overtime, or subcontractor) with

associated time, cost, and crew constraints. The model can then be used to select the proper

combination of methods that meet the deadline, cost, and crew constraints;

Activities can have non-standard durations and costs at selected sections;

Work interruption (layoff period) can be specified by the user at any unit of any activity; and

Conditional methods of construction can be specified by the user.

Activity A Activity B

Work proceeds

Activity C

Activity D

) g |.... forwardfrom work at
E station 3 to 8 only. station 8.
S rew 2
g 7
6 Crew 3
Top crew
5 works from
station 9 to 5,
4 Small quantity at == While bottom
Station 4. 7" crew works
3 2 from station 1
4 to 4.
Work proceeds Crew 2 \ .
2 from Station R (I — ! Low prOdUCtIVIty at
8 only, with Crew 1 Station 2 (Large
1 | interruption at .........fFrmems duration).
station 5.

TinAL
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Use

Infrastructure Networks with Distributed Sites: A Bigger Challenge
Buildings, Hispitals, Schools, Highway Spots, Bridges

Delivery Approaches for
Infrastructure MR&R Programs

and execution

Using In-House Outsourcing Combination
Resources to Contractors of Both
- Urgent projects - Risky projects - Suits variety of MR&R programs Delive ry approaches for
- Notime to accurately define scope, | - Specialized work - Suits large organizations with MR&R programs
write contract, & evaluate bids - Enouagh time to accurately defing diverse programs

- Internal expertise available for design scope, write contract, & evaluate bids

- Mo internal expertise available

Effect of Site order

Scheduling of crews
along multiple sites

Index to Site Number

Qutsourced site

9 4444444
Outsourced site

8 | —

Crew 2 Crew 1 Crew 3
7 ..................................................................................................................................
2 PARALLEU crew 1
6 CREWS-{Z2 T f TETTTTTTT coffew T N
[T R o NN (o AMMING_—_—_— aifabte
crew is
4 assigned.-.-
3 R JTTETTTTTT i
Crew 2
2 I Jo 3SR T
1 IR AT >
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Project Control
Organize site? Recording of site events? Work Status? Comparing Planned versus Actual?

Progress Payments? Managing Changes? Updating? Corrective Actions? Delay Resposibility? Forecasting/
Time Extension? Cost compensation? Productivity Assessment? Saving All As-Built Details? Lessons Learned?

a) Organized Site = Safety + Productivity + Good Circulation + Cost & Time Savings

(1) identifying necessary facilities and determining their appropriate sizes;
(2) determining the inter-relationships among the facilities on the site; and
(3) optimizing the placement of the facilities on the site plan.

b) Recording Site events

Calculate activity % complete, Camcorders, Time-Lapse Camera, Minutes, Project Web Site

Activity %6 Complete

Slow-down Work Stop Acceleration
% complete % complete % Actual complete = 0 % complfte %Icompdlete
- nn
actual planned Responsibility and reason actua planne

e Reason? ¢ Reason?
e Document? . Owner Directed?
Owner (O)  Contractor (C)  Neither (N) : Contractor own?

e Document?

Calculating activity % complete: pages 291& 292

Calculating the overall project % complete: page 293

¢) Using Software Task Name | October 2002
1lz]alalsIelrlle oot izlialiaishiei71a1a]za]z1 =3

Task & Current schedule
How to show Delays? o
Slow versus Fast? i E

2

Reasons for work stops* s oo

TaskD Baseline =& ' = 1 0%

Activity | Date

1T [ 2 [ 3 4 5 B 7 B 3

Can we readily decide A m_l
which party is responsible ;
for the two days delay B WIm
beyond the deadine? c o
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d) Techniques for Performance Evaluation

1. S-Curve Envelope:

Contractor’s cost Control
Early versus Late bar chart

BCWP (EV) Progress
Date

BCWP
Schedule Performance Index (SPl) = —

BCWS

- Time variance?

BCWP
. . Cost Performance Index (CPIl) = ———

- Estimate at completion? ACWP

Activity i i
Direct + Indirect
A B Costs
T A
C T,
D [
E .
C 1 1 1 [ T 1 1T 1 17 1 1 717
Activity
A
B - T
C )
D ]
| 4
1 [ [ T 1 1 T T T T 1 T
2. Earned-Value Analysis:
$ Budget for 1 pile = $10,000; Actual cost of 1 pile = $40,000
N
On Progress Date:
Work Scheduled = 7 Piles; Work Performed= 3 Piles
BCWS
Budaet Price
i 2. nilec.=$
-3-piles-=§
ACWP :
Actual Cost o
7piles=$
" 3piles=3%
A 7
/ Time
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SPI

—1— 1.2
Over Cost, Under Cost,
Ahead of Schedule Ahead of Schedule
—f 1.1
| | 1.0 | | | CPL
| T ~ | | |
0.8 0.9 Start 11 1.2
Over Cost, —1— 09 L_Jnder Cost,
Behind Schedule Behind Schedule
—— 0.8

e) Agenda for Success:

- Get Good Designers: Beware of Bargain Shopping;

- Watch Low Bids Carefully: Work at Cost Spells Trouble;
- Fail to Plan and you Plan to Fail;

- Keep the Work Site Organized;

- Monitor the Gaps;

- No Pay Causes Delay;

- Time = Money;

- Communication; and Documentation.

f) New Concept For Project Control (Critical Chain):

- Estimate with safety removed (50% chance);
- Incentive for early finish;

- Focus on predecessors’ finish;

- Project buffer (50%);

- Simple monitoring of buffer penetration;

- Earned-Value for cost analysis.
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