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Abstract

There are a number of transportation applications that require the use of a heuristic shortest path algorithm rather than one of the standard, optimal algorithms. This is primarily due to the requirements of some transportation applications where shortest paths need to be quickly identified either because an immediate response is required (e.g., in-vehicle route guidance systems) or because the shortest paths need to be recalculated repeatedly (e.g., vehicle routing and scheduling). For this reason a number of heuristic approaches have been advocated for decreasing the computation time of the shortest path algorithm. This paper presents a survey review of various heuristic shortest path algorithms that have been developed in the past. The goal is to identify the main features of different heuristic strategies, develop a unifying classification framework, and summarize relevant computational experience.
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1. Introduction

In recent years there has been a resurgence of interest in the shortest path problem for use in various transportation engineering applications. This is directly attributed to the recent developments in Intelligent Transportation Systems (ITS), particularly in the field of in-vehicle Route Guidance System (RGS) and
real time Automated Vehicle Dispatching System (AVDS) where there is a definite need to find the shortest paths from an origin to a destination in a quick and accurate manner. In a distributed RGS, an in-vehicle computer is commonly used to calculate the optimal route in a large traffic network. Typically the recommended routes must be found within a very short time period (e.g., a few seconds). In a real-time AVDS new routes and schedules must be identified within a reasonable time after a customer requests a service. Because the travel times are the basic input to the real-time routing and scheduling process and are dynamic in most urban traffic environments, there is an implicit requirement to use a minimum path algorithm repeatedly during the optimization procedure.

In the above applications, the traditional optimal shortest path algorithms often cannot be used because they are too computationally intensive to be feasible for real-time operations. A number of heuristic search strategies have been developed for increasing the computational efficiency of shortest path search. Most of these heuristic search strategies originated in the artificial intelligence (AI) field [1–4], where the shortest path problem is often used as a testing mechanism to demonstrate the effectiveness of these heuristics.

The current RGS field tests in North America, Europe and Japan have generated renewed interest in using heuristic algorithms to find shortest paths in a traffic network for real-time vehicle routing operations. Guzolek and Koch [5] discussed how heuristic search methods could be used in a vehicle navigation system. Kuznetsov [6] discussed applications of an A* algorithm (called the force driven method in his paper), a bi-directional search method, and a hierarchical search method used for identifying paths in the TravTek project. Since then, many researchers have followed the same track and tried to develop a universal strategy for improving the efficiency of the shortest path search process. These efforts have resulted in a large body of literature including a wide spectrum of search strategies and mechanisms. But to date, there has not been a comprehensive review examining the implementation and performance of these heuristic algorithms.

This paper first provides a brief overview of the optimal shortest path algorithms, which are often considered as the starting point for the development of many heuristic shortest path algorithms. The paper then examines four heuristic search strategies: (i) limit the area searched, (ii) decompose the search problem, (iii) limit the links searched, and (iv) some combination of above. The review summarizes the distinguishing idea of each search strategy and its algorithmic variations.

2. The shortest path problem and optimal algorithms

A road traffic network is represented by a digraph $G(N, A)$ that consists of a set of nodes $N$ and a set of arcs $A$ (or links used in this paper). Denote the number of nodes $|N| = n$ and the number of links $|A| = m$. A link $a = (i, j) \in A$ is directed from node $i$ to node $j$ and has an associated generalized cost $c_{ij}$. The generalized cost represents the impedance of an individual vehicle going through that link and is usually described by link travel time, link length, tolls, etc. Without losing generality, the term link travel time is used mostly in this paper. A path from an origin($o$) to destination($d$) may be defined as a sequential list of links: $(o, j), \ldots, (i, d)$ and the travel time of the path is the sum of travel times on the individual links. The problem is to find the path that has the minimum total travel time from the origin node to the destination node.
2.1. Optimal algorithms

This shortest path problem (SPP) has been studied for over 40 years in diverse fields such as computer science and transportation [7]. Due to their computational tractability, most of the research in this area has focused on developing increasingly efficient optimal algorithms to solve the problem. The majority of the optimal shortest path algorithms are essentially applications of dynamic programming theory to the search for the shortest path in a graph. The shortest path is found through a recursive decision making procedure from the origin node (or destination node) to the destination node (or origin node).

There is a standard procedure followed by most shortest path algorithms. To describe this procedure, some notations are introduced. The route cost from the origin node to a particular node \( i \) is defined as \( L(i) \) and this route cost is commonly referred as the “label” of the node. \( P \) is denoted as the list which stores the preceding links on the shortest path tree to each node, and \( P(i) \) represents the preceding link on the shortest path to node \( i \). \( Q \) is denoted as the scan eligible node set which manages the nodes to be examined during the search procedure. The standard steps of the shortest path algorithms are as follows (assuming that the algorithm starts from the origin node):

\[
\begin{align*}
\text{Step 1: Initialization:} & \quad \text{Set } i = o; \quad L(i) = 0; \quad L(j) = \infty \ \forall j \neq i; \quad P(i) = \text{NULL.} \\
& \quad \text{Define the scan eligible node set } Q = \{i\};
\end{align*}
\]

\[
\begin{align*}
\text{Step 2: Node Selection:} & \quad \text{Select and remove a node } (i) \text{ from } Q. \\
\text{Step 3: Node Expansion:} & \quad \text{Scan each link emanating from node } i. \text{ For each link } a = (i, j) \\
& \quad \text{If } L(i) + c_a < L(j) \\
& \quad \quad \text{then } L(j) = L(i) + c_a; \quad P(j) = a \\
& \quad \quad \text{Insert node } j \text{ into } Q
\end{align*}
\]

\[
\begin{align*}
\text{Step 4: Stopping Rule:} & \quad \text{If } Q = \emptyset \text{ then STOP.} \\
& \quad \text{otherwise: goto step 2.}
\end{align*}
\]

The major variations between different algorithms pertain to the data structure used to form the scan eligible node set and the manner in which the nodes are identified and selected for examination [8]. Based on the behavior of an algorithm, the optimal shortest path algorithms are usually classified into two categories: label-correcting or label-setting algorithms.

2.1.1. Label-setting algorithm (LS)

For the label-setting (LS) algorithm [9–11], the scan eligible node set is ordered based on the current path costs from the starting node to the nodes in the node set. During the shortest path search the node with smallest label is selected for examination while concurrently identifying the shortest path to the node. The major difference among the LS algorithms is the data structure used to maintain the ordered scan eligible node set. Examples include LS with sorted list [9], LS with buckets [12], and LS with binary heap [13].

The major feature of an LS algorithm is that if only the route from an origin node to a single destination node is required, the algorithm can be terminated when the label of that destination node is set. This type of operation is usually referred as one-to-one search mode. As a result, the LS algorithms are particularly appropriate for applications like RGS where the objective is to find shortest paths between two specific locations.
2.1.2. Label-correcting algorithm (LC)

The label-correcting (LC) algorithm [14–17] uses a list structure to manage the scan eligible node set that needs to be examined during the shortest path tree building process. It is the variations of the list operation policy that are used to differentiate the LC algorithms such as LC with queue [15], LC with double ended queue [18], and LC with threshold lists [19].

The major feature of an LC algorithm is that it cannot provide the shortest path between two nodes before the shortest path to every node in the network is identified. The necessity of this type of operation (referred as one-to-all search mode) makes the LC algorithms more suitable in situations when many shortest paths from a root node need to be found. Based on empirical evidence the LC algorithm is often used in transportation planning applications where multiple routes have to be identified.

2.2. Computational performance

The computational performances of various LC and LS algorithms have been studied widely from both a theoretical and empirical perspective in many different research fields. According to the literature focused on transportation networks with sizes ranging from hundred links to several millions of links [20–25], a number of conclusions pertaining to algorithm characteristics have been identified. Among the LC algorithms, double ended queue and threshold list data structures are found dominant with respect to computational efficiency. The difference in computation time between those two LC algorithms is relatively minor for most transportation road network problems and consequently the former has commonly been used because it is easier to implement. On the other hand, among LS algorithms Dial’s bucket implementation and binary heap data structure are the most efficient.

3. Heuristic shortest path algorithms

The optimal shortest path algorithms discussed in Section 2 tend to be too computationally intensive for real-time one-to-one applications in realistic traffic networks. This “inefficiency” stems from the fact that the algorithms employ “uninformative” outward search techniques without making use of a priori knowledge on the location of the origin and destination nodes, path composition and network structure. For example, if the origin node was located in the center of the city and the destination node was located in the far south, the optimal search techniques would be just as likely to search for the minimum path route north of the origin node as they would search south of the origin node. Intuitively, the efficiency of the algorithms could be improved if more information was used in the search process. This latter point was recognized very early by researchers in the AI field and a number of heuristics were proposed that attempted to use various sources of additional knowledge to reduce the search efforts.

The heuristic search strategies identified in the literature can be generally classified into four strategies: (i) limit the area searched, (ii) decompose the search problem, (iii) limit the links searched, and (iv) some combination of above. In the following sections, these heuristic search strategies and their applications in shortest path search are investigated.

3.1. Limit the search area

The non-informative search algorithms, such as optimal LS and LC algorithms, have a fundamental disadvantage in that they examine all the intermediate nodes from origin node to destination node without
considering how likely it is for these nodes to be on the shortest path. The idea behind the “limit search area” strategy is to make use of some knowledge about the attributes of the shortest path(s) from the origin node to the destination node to constrain the shortest path search within a certain area. The theory is that the resulting search area would be much smaller than that by a non-informative optimal algorithm.

There could be many different ways to limit the area searched in algorithms and the two popular methods, namely, the branch pruning method and A* algorithm are described in the following section.

3.1.1. Branch pruning method

The branch pruning method was developed from work in dynamic and stochastic route selection research [26,27]. This fundamental idea is similar to the popular AI technique called IDA* [28], which attempts to limit the area searched by “pruning” the intermediate nodes that have little possibility of being on the shortest path to the destination node.

In a typical urban traffic network, each link (or road segment) is typically connected only to the neighboring nodes (e.g., intersections) and the travel time on a link is generally correlated with its length. This attribute allows the search area to be constrained within a specified area surrounding the origin node and destination node. The nodes outside this area are assumed to have little probability of being on the shortest path and therefore can be dismissed without further examination during the search procedure. The problem is to define the search area such that the computation time can be effectively reduced while at same time obtaining a good solution. In Fu’s [26] implementation, the following inequality was proposed to bound the search area when travel time is used as a routing criterion or general cost:

\[
L(i) + e(i,d) \leq E(o,d),
\]

where \(L(i)\) is the current minimum travel time from origin node \(o\) to node \(i\); \(e(i,d)\) the estimated travel time from node \(i\) to destination node \(d\); \(E(o,d)\) an estimated upper bound of the minimum travel time from the origin node to the destination node.

Eq. (1) can be added to the optimal LS and LC search procedure to form the following two heuristic branch pruning shortest path algorithms: branch pruning LS algorithm and branch pruning LC algorithm. The branch pruning LC algorithms have the same form as the optimal algorithms with the only difference being that during the search procedure condition (1) will be tested before a node is selected for examination. For example, the branch pruning algorithm has the same procedure as the ordinary labeling algorithm shown in Section 2.1, except the second step is modified as follows.

**Step 2:** Node Selection: Select and remove the node with the lowest label (travel time) from \(Q\).

This is node \(i\);

If \(L(i) + e(i,d) > E(o,d)\), then goto step 4.

Basically, the modified step 2 states that if node \(i\) is not in the search area it is removed from further consideration. The efficiency of the branch pruning algorithms is schematically illustrated in Fig. 1. It can be seen that the new heuristic strategy reduces the search area into an ellipse from a circle expanded by an optimal LS algorithm. In an idealized Euclidean grid network, these heuristic algorithms are shown to examine a search area that could as small as 20% of the search area used by the LS algorithm [26].

It should be noted that the application of the branch pruning method in the LC algorithm effectively allows the LC algorithm to be used in a one-to-one search mode. The resulting LC algorithm should therefore be more efficient than the corresponding LS algorithm because, while they have the same
The efficiency and accuracy of the branch pruning shortest path algorithms depend on the quality of the estimation functions $e(i,d)$ and $E(o,d)$. It can be seen that optimality of the branch pruning algorithms will be preserved only if the estimation $e(i,d)$ is always lower than the minimum travel time from node $i$ to destination node $d$ and at the same time the estimated value of $E(o,d)$ is greater than the minimum travel time from origin node $o$ to destination node $d$. In addition, it can be noticed that the branch pruning algorithms will become optimal shortest path algorithms when $e(i,d)$ approaches to zero and $E(o,d)$ approaches to infinite. That is, when the constraint in Eq. (1) is no longer in effect.

On other hand, if the $e(i,d)$ value is over-estimated and/or the $E(o,d)$ value is underestimated, the minimum path to the destination node may be discarded before the destination node is examined. As a result, the $e(i,d)$ and $E(o,d)$ functions are critical for the branch pruning algorithms. While there are many methods by which $e(i,d)$ and $E(o,d)$ may be defined, Fu [26] suggested using the travel distance $D(i,d)$ and average travel speed $V$ to estimate $e(i,d)$:

$$e(i,d) = \frac{D(i,d)}{V}$$

and define $E(o,d)$ as a function of $e(o,d)$:

$$E(o,d) = Ke(o,d),$$

where $K$ is referred to as the bound factor which is used to set the difference between the estimated lower bound on travel time ($e(o,d)$) and the upper bound on travel time ($E(o,d)$).

Given the above definitions, the performance of the branch pruning algorithms will be controlled by the estimation of travel distance $D(i,d)$, the average speed $V$, and the bound factor $K$. The travel distance $D(i,d)$ is set to the Euclidean distance from node $i$ to node $d$ and can be directly calculated based on their coordinates. The bound factor $K$ therefore becomes the only controllable parameter in a branch pruning algorithm. The larger the bound factor, the larger the search area becomes, and the more likely the optimal solution will be found. The negative side to a larger bound factor is the associated increase in computation.
time. A suitable value of $K$ can be determined by conducting an experimental computation analysis on a given traffic network [26].

One problem pertaining to the branch pruning shortest path algorithm is that the algorithm may stop without providing any solution if the bound factor used is too small so that all of the branches of the shortest path tree from the origin node are pruned before reaching the destination node. This problem can be resolved by adding a self-adjustment loop in the algorithm, i.e., the algorithm will automatically increase the bound factor $K$ and restart the search from the origin node if a solution has not been found when the scan eligible list is exhausted. Instead of restarting the whole search, an alternative method would be to record all the pruned nodes during the search procedure and place them back into the scan eligible node list once the list is exhausted. The latter approach has been shown much faster than the former method [26].

The $K$ value at each iteration can be determined either by simply increasing a pre-specified proportion or by using the information from the previous iteration. In the latter method, the $K$ value can be determined by using the ratio of maximum value of the estimated route travel times going through the pruned nodes to the estimated lower bound on the route travel time from the origin node to the destination node:

$$K_{n+1} = \frac{\max_{i \in P_n} \{L(i) + e(i,d)\}}{e(o,d)},$$

where $P_n$ is the pruned node set at iteration $n$.

It should be noted that a good initial $K$ value can avoid both the self-adjustment problem and searching an unnecessarily large area. A computational analysis done by Fu [26] shows that with appropriate parameter values, a computational saving of 40–60% over the ordinary LS or LC algorithm is achievable.

Karimi [27] proposed limit the path finding space within a rectangular area (called window) defined on the basis of the origin and destination locations of the path. During the search process, the nodes that are located out of the window are pruned for further examination. The problem of premature termination was however not addressed, i.e., it may not find a solution at all. Also, when the origin and destination nodes are far apart (e.g., located at the edge of the network in opposite direction), the benefit of using a window to constraint the search area will diminish.

Lysgaard [29] introduced a pruning technique through a two-phase process. In the first phase, an $A^*$ algorithm used to find an upper bound of the travel time from the origin node to the destination (the $A^*$ algorithm is discussed in the following section). This upper bound is subsequently used in Eq. (1) to prune nodes with a label greater than the upper bound. The algorithm is guaranteed to find the optimal solution, but its performance is tied to the heuristic function used in the $A^*$ algorithm. A computational analysis based on a real road network of 1064 nodes indicated a 40–60% savings in computational time as compared to the Dijkstra algorithm.

3.1.2. $A^*$ algorithm

Unlike the branch pruning method in which the nodes with a low probability of being on the shortest path are pruned, the algorithm $A^*$ keeps these nodes on the scan eligible node set but assigns a low priority to them. The $A^*$ algorithm was first proposed by Hart et al. [1] and further discussed and popularized by Nilsson [2], Pohl [30] and Pearl [4].

The $A^*$ algorithm makes use of a heuristic evaluation function $F(i) = L(i) + e(i,d)$ as a label for node $i$, where $L(i)$ is the travel time of the current evaluated path from origin node to node $i$ and $e(i,d)$ is an estimated travel time from node $i$ to destination node $d$. The sum of these two functions, $F(i)$, is the “merit”
of node \( i \), and reflects how likely it is for node \( i \) to be on the shortest path. The lower the merit of a node, the more likely the shortest path will go through this node. Based on this idea, the algorithm does a best first search, (i.e., it maintains an ordered list of nodes to be scanned according to their \( F \) values and selects a node whose \( F \) value is the lowest among all the nodes for expansion). The selected node is expanded by scanning its outgoing (or incoming) links, evaluating the link destination nodes according to their \( F \) values, and inserting them into the ordered scan eligible node set. This continues until the destination node is chosen for expansion. Therefore, the \( A^* \) algorithm has a similar procedure as the LS algorithm except that the evaluation function \( F(i) \) would be used as the label, instead of \( L(i) \), for determining the node examination order. The main difference lies in step 3 which is modified as shown below:

**Step 3: Node Expansion**: Scan the outgoing links of node \( i \). For each link \((i, j)\)

If

\[
L(i) + c_{ij} + e_{(i,d)} < F(j),
\]

then

\[
L(j) = L(i) + c_{ij}; \quad F(j) = L(i) + c_{ij} + e_{(i,d)}; \quad P(j) = a,
\]

Insert node \( j \) into \( Q \);

Because the \( A^* \) algorithm proceeds as a best first search, the nodes which satisfy the following inequality would be examined before the algorithm terminates (or the destination node is examined):

\[
L(i) + e_{(i,d)} \leq L(d).
\]  

(5)

It is this attribute that gives the \( A^* \) algorithm an important solution property—it is guaranteed to find the optimal solution as long as the heuristic function is admissible or never overestimates the actual travel time [2].

Eq. (5) also defines the area which would be examined during the shortest path search. The resulting search area is essentially elliptical in shape and may be contrasted to the circular shape of the search area associated with the LS algorithm. The relative search area of the \( A^* \) algorithm is schematically illustrated in Fig. 2. It should be noted that all the nodes on the edge of the search area (ellipse) will need to be examined during the search procedure. This contrasts with the situation of the branch pruning.
algorithm where some nodes on the edge are discarded from the scan eligible node list after proving to be located out of the assumed feasible solution area, as shown in Fig. 3. Consequently, the branch pruning algorithm maintains a smaller scan eligible node set as compared to the A* algorithm and is expected to be computationally faster.

The performance of the A* algorithm in Euclidean networks has been well documented. Golden et al. [31] empirically found that the A* algorithm expands less than about 10% of the nodes that would be expanded by a LS algorithm. Sedgewick et al. [32] proved that the A* finds the shortest path in many Euclidean graphs with an average computation effort \( O(n) \), compared to \( O(n \log n) \) required by the LS algorithm. More recently, Nicosia et al. [33] proved a general approximation property of A* which allows a solution being found with a given approximation ratio: if the heuristic function \( e(i) \) is not itself a lower bound, but there exists \( k > 1 \) such that \( e/k \) is a lower bound, then the solution returned by A* is less than or equal to \( k \)-times the value of an optimal solution.

The actual performance of the A* algorithm in a transportation network depends primarily on the quality of the heuristic function \( F(i) \) or \( e(i,d) \) used. Similar to the branch pruning method, \( e(i,d) \) can also be estimated by Eq. (2). When the travel distance is estimated by using Euclidean distance, the average speed \( V \) becomes the only controllable parameter in this algorithm. In order to ensure that \( e(i,d) \) is admissible or a lower bound estimate, an upper bound average speed should be used. However, it should be noted that the higher the average speed used, the larger the search area will be, and thus the more
computational effort required. As the value of $V$ approaches infinity, the estimated travel time approaches zero and the A* algorithm becomes the same as the LS algorithm. On the other hand, the use of a smaller value of $V$ (or a non-admissible heuristic function) can limit the area searched to a greater degree and the algorithm would be faster—however the probability of finding the optimal solution is reduced. Fu [26] showed that, with an appropriate value of the parameter $V$, the A* algorithm can guarantee optimal solutions while still reducing computation time by 10–30% compared to the LS algorithm.

Bander and White [34] extended the A* algorithm to include a simple form of machine learning by utilizing travel times of previously developed paths as the heuristic function value. A small test network with 131 nodes (a model of the major roads in Cleveland) was used in their experimental study. Their tests show that on average A* and their improved A* expanded 58% and 23% of the nodes expanded by a LS algorithm. The small number of nodes examined by their proposed heuristic was a result of some initial “learning” of the network and storage of some good paths.

Adler [35] attempted to determine if extra computational effort in determining a more exact estimation of travel time to the destination node ($e(i,d)$) is justified. The general idea is to look ahead to the next node and use the link travel time and the distance from the next node to the destination node to estimate $e(i,d)$. The next node is defined in this context to be the one that minimizes $e(i,d)$ for the current node under examination. The author contends that, for sparse networks with a low average out-degree, the computational effort for improving the heuristic function will be less than that for expanding unnecessary nodes because of using an inferior heuristic function. Several randomly generated and real networks are used in a computational study to support this assertion. The results are mixed for the randomly generated networks. However, in the majority of cases for real networks the proposed algorithm outperforms the standard A* algorithm in the range of 10–15%. Note that the idea of using a look-ahead heuristic has been widely used in the AI field for dealing with different types of problems [36–38].

Jacob et al. [25] conducted an extensive computational analysis on the performance of the A* algorithm using a large sized real network involving approximately 9,863 nodes and 14,750 links. They evaluated a range of heuristic functions from non-admissible (also called overdo heuristic) to admissible and concluded that it is possible to find an optimal non-admissible function which will make the algorithm run much faster without a significant loss in solution quality. They also found that the non-optimal solutions identified by the A* algorithm with a non-admissible heuristic function are acceptable and feasible alternatives from a practical point of view.

3.2. Decompose the search problem

It has been commonly recognized that the computational effort required to solve a generic search problem usually grows faster than the size of the problem. For example, the computational time required to find a shortest path from an origin node to a destination node depends on the number of nodes searched before reaching the destination node and is thus a high order polynomial function of the distance between the locations. As a result, if the original problem can be decomposed into smaller sub-problems, substantial computational savings can be realized. This section introduces how this strategy is implemented using the bi-directional search method and subgoal methods.

3.2.1. Bi-directional search method

Most traditional search methods are uni-directional in the sense that they seek the problem solutions from the origin node to the destination node (or vice versa). The bi-directional search method, first
suggested by Dantzig [10] and latter proposed by Nicholson [39], attempts to divide the search procedure (problem) into two separate procedures (problems). One search proceeds forwards from the initial stage while another search proceeds backwards from the goal stage. The premise of this algorithm approach is that a solution is found when these two search procedures meet at some middle stage(s). This search idea is easily applied in the shortest path search problem for transportation networks. The algorithm would simultaneously build the shortest path trees outward from the origin node and the destination node until some stopping criterion is met. Fig. 4 schematically illustrates the concept and effectiveness of this method as compared to the LS algorithm.

There are two factors that influence the efficiency of a bi-directional algorithm. The first factor is the method by which the two forward and backward search processes alternate. Although iterating equally between both searches would be the simplest method, it is not the most efficient. The best strategy involves identifying the minimum path search that has the fewest nodes which have been examined but have not had the minimum path identified. That is, the computational effort is concentrated on the search having the least nodes to examine and sort during each iteration. Intuitively, the search that is in a space area of a network will get priority.

The second factor, which is more critical than the first, is the criterion that decides when the two opposite search processes should stop. The stopping criterion that guarantees to find the shortest path is identified by Nicholson [39].

\[
L^o_{(i)} + L^d_{(i)} \leq \min_{j \in N} \{L^o_{(j)}\} + \min_{j \in N} \{L^d_{(j)}\}
\]  

where the label \(L_{(i)}\) with the superscript \(o\) and \(d\) represents the label of node \(i\) on the shortest path tree out of the origin node \((o)\) and the label of node \(i\) on the shortest path tree out of the destination node \((d)\), respectively. Unfortunately when this stopping criterion is used, the resulting bi-directional search algorithm is inferior to the uni-directional algorithms [40]. It was conjectured that the inefficiency was stemmed from the possibility that the two searches may proceed along different directions—a situation which was compared by Pohl [30] to missiles that pass each other. As a result, the nodes expanded by a bi-directional search process may grow into nearly completely uni-directional trees before satisfying the condition (Eq. (6)), instead of meeting in the “middle” between the origin and destination.
Pohl [30] proposed a heuristic bi-directional shortest path algorithm (called BHPA) which essentially includes two A* searches in opposite directions. The forward A* search uses a heuristic distance function to the destination, i.e., \( e(i, d) \) while the backward A* search uses a heuristic distance function to the origin, i.e., \( e(o, i) \). By using these two front-to-end distance functions, the problem for the search frontiers to pass each could be avoided.

De Champeaux and Sint [41] and De Champeaux [42] extended the BHPA by using a front-to-front distance evaluator to guide the two search processes and showed that bi-directional heuristic search is efficient in terms of the number of nodes examined. The algorithm was further revisited by Kwa [43] and Kaindl and Kainz [44] for more efficient implementations. Note that all these algorithms were originated in the field of AI and they have not been tested extensively in solving the shortest path problem in a transportation network. As a result, the computational performance of these algorithms are unknown in the context of transportation networks.

Fu [26] evaluated the BHPA algorithm in solving the shortest path problem in a transportation network and found that it is in fact slower than the A* algorithm. A new bi-directional search method was proposed in which the algorithm terminates when the two search trees (A*) intersect at a given number of frontier nodes (\( M \)). The performance of this heuristic bi-directional algorithm is controlled by the parameter \( M \). The larger the value of \( M \), the more likely the optimal solution will be found and the longer the computation time will be. By selecting an appropriate value of \( M \), a satisfactory balance between accuracy and efficiency can be reached. However, it was shown empirically by Fu [26] that the bi-directional heuristic algorithm was inferior to the branch pruning algorithm discussed previously in terms of both computational efficiency and solution quality. It should be noted that while the bi-directional search strategy does not hold a lot of promises when used alone, it is a critical element in the implementation of some hierarchical search algorithms discussed in Section 3.3.

### 3.2.2. Subgoal method

A subgoal may be defined as an intermediate state of the optimal solution to a problem. For the shortest path search problem in a road traffic network, subgoals could be those nodes or links that are located between the origin and destination locations between which a shortest path is to be identified. With advance knowledge of subgoal locations, the problem of finding the shortest path from the origin node to destination node can be decomposed into two or more smaller problems. For example, if there is one subgoal node, the original problem can be solved by solving two sub-problems: one is to find the shortest path from the origin node to the subgoal node while another is to find the shortest path from the subgoal node to the destination node [45,46].

The efficiency of the subgoal method depends on the number and location of the subgoal nodes. The more the subgoal nodes and the more uniformly they are distributed between the origin node and the destination node, the larger the computational saving will be. In an idealized situation if there are \( M \) subgoal nodes equally located between the origin node and the destination node in a uniform, infinitely large network, the reduction of the search area using the subgoal nodes would be \( \frac{1}{M+1} \). For example, if a single subgoal node is known and is located at the middle of the shortest path from an origin to a destination, then the use of this subgoal node will reduce the search area by approximately 50% as compared to the LS algorithm as shown in Fig. 5. The computational savings would be even greater if one of techniques that limit the area searched was also used.

Although the computational efficiency of the subgoal method is obvious, the penalty of this search reduction is that the solution may not be optimal, i.e., the path going through the subgoal node may not be
the actual shortest path. As a result, application of this method depends on whether or not such valuable information are available. In a road network routing environment, potential subgoals include bridges, intermediate stops, driver’s preference, etc.

3.3. Limit the search links

As discussed in Section 2.1, in the shortest path search procedure the main decision during each iteration involves the identification of the appropriate link emanating from each node. In a traditional shortest path algorithm, when a node is selected for expansion, all links from this node will be examined regardless of how likely they are to be on the shortest path(s) or used as part of the optimal path in practical situations. The basic idea of limiting the links searched is to systematically skip the examination of the links that have a low probability of being either on the shortest path or used in practical situations. This idea can be effectively implemented by using the hierarchical search method discussed in the following section.

3.3.1. Hierarchical search method

The hierarchical search strategy is well known in the AI field and is also known as an ‘abstraction’ problem solving strategy. Plolya [47] is probably the first to coin the search concept in the context of road network. The concept was further explored by Sacerdoti [48], Korf [49] and many other researchers [50–55]. The basic idea behind the hierarchical search is that in order to effectively find a solution to a complex problem, the search procedure should at first concentrate on the essential features of the problem without considering the lower level details, and then complete the details later. This method is similar to how a driver manually finds a route between two locations on a map. Typically, the driver first searches the major roads in the area adjacent to the origin location and destination location, and then find the access roads to the major road from both origin and destination locations [56]. There is a large body of literature on cognitive mapping and spatial knowledge, which is beyond the scope of this paper (see, e.g. [57,58]).

While the basic idea behind the hierarchical search strategy is easy to describe, its implementation for solving the shortest path algorithm is much more complex as compared to the heuristic shortest path
algorithms discussed in the previous sections. The complexity is mainly due to the following two issues [51]:

(a) How to cast a real road network into a hierarchical framework? (and how many layers should be used?).
(b) How to control the search transition between the layers—when to stay on a level and when to move onto the next level?

Road networks commonly inherit hierarchical topology and can thus be fairly straightforwardly cast into a hierarchical representation [50]. For example, transportation networks links are usually specifically designed to meet certain travel functions. Freeways and major arterials are designed to provide for long distance movements while local streets and collectors are used primarily for land access. Therefore, the roadway links may be conveniently classified according to their functions, which can then be used within the search process. Chou et al. [53] proposed using link length as a criterion and extracted the long links to form a high-level sub-network and grouped the shorter links and their nodes into a lower-level sub-networks. Liu [52] and Jagadeesh et al. [54] suggested grouping all roads into two levels according to their attributes such as speed limit and number of lanes.

Shortest path search in a hierarchical network could be implemented in different ways. Shapiro et al. [59] and Car and Frank [51] proposed an approach that starts by first finding two shortest paths from the origin and destination nodes to the nearest entry points to the next higher level and then calculating the shortest path between these entry points using an ordinary LS algorithm. This can be illustrated by using a simple two level hierarchical network as shown in Fig. 6. The search starts from the lower level network where the origin node and destination node are located. The shortest path trees are constructed

![Fig. 6. Shortest path search in a two level hierarchical network.](image)
forward from the origin node and backward from the destination node on the lower level network. The searches on the lower level network (i.e., land access links) are bounded by the links (or nodes) which also reside in the higher level network. Once the search trees touch the higher level network (that is, the nearest entry nodes are found), an LS algorithm is called to identify the shortest path between the entry points.

This technique may work well for long distance trips, but will penalize short and medium distance trips because the nearest entry points may not be the best locations to link the origin and destination on the higher level. Liu [52], recognized this problem and proposed an algorithm that considers all access points to the major roads surrounding the origin and destination. Their hierarchical algorithm considers a two-level hierarchy and begins with stitching the low-level sub-grid networks where the origin and destination nodes are located to the higher level network before invoking an ordinary shortest path search algorithm (A*).

Similar to Liu [52], Jagadeesh et al. [54] also considered a two-level hierarchical network. Their algorithm starts with creating an augmented network by combining the higher level network with a set of dummy links (also called logical links) that link the origin and destination nodes to the corresponding entry nodes. The cost of each dummy link is the minimum travel time of the corresponding travel path identified by a short path algorithm. Their algorithm also includes a network pruning mechanism, similar to the branch pruning technique, to further reduce the computational time.

One issue inherited with a hierarchical search algorithm is that it usually does not allow any shortcuts such as moving from one arterial road to another by using a residential road. In a traffic network there usually exist many types of shortcuts and some of them may be unavoidable. For example, it is usually necessary to shift between two parallel freeways by going through an arterial road which connects them. In this situation, the search procedure discussed above will miss the actual shortest path (the path which has a shortcut). Car and Frank [51] and Jagadeesh et al. [54] suggested a pre-step that checks if the origin and destination nodes are located within the same sub grid or two adjacent grids and if so, invokes a non-hierarchical shortest path algorithm. This method, of course, does not address the problem completely as long trips can also have shortcuts with the paths. Liu [52] included a simple grid checking step to consider these shortcuts that transverse a single low level road linking one major intersection with another major intersection. This method was found quite effective in identifying paths with shortcuts, but it increases the computational burden of the search process. Kuznetsov [6] suggested the idea of using the number of nodes searched at each level as a control; however the details of their algorithm was not revealed.

Hierarchical search strategy has proved very effective in reducing the complexity of large problems, and may well be the only one which has potential to beat the nonlinear increase of computation time in terms of problem size for many problems [49]. Car and Frank [51] showed that using a hierarchical network structure would reduce the computational complexity of a shortest path algorithm by several orders of magnitude (e.g., from $O(m^2 \log m)$ of the Dijkstra’s algorithm to $O(\log_k m)$, where $m$ is the number of links). The actual computational savings of a hierarchical algorithm are however a function of the number of network topology (layers and connections), search rules incorporated and trip length. Car and Frank [60] conducted a computational study on a series of small networks (less than 400 nodes and 600 links) and found that their hierarchical algorithm was faster than a non-hierarchical algorithm by a factor of 2. However, they also found that the paths identified by their hierarchical algorithm were on average 50% longer than the optimal paths. The large error might be due to the fact that the networks they tested were relatively small and their implementation of connecting the origin/destination nodes to the higher level network is problematic.
Liu [52] tested their algorithm on a real network involving 12,697 nodes and 30,867 links, from which a major road network including 1096 nodes and 2574 links was created. Their algorithm was found to be 3–4 times faster than a non-hierarchical A* algorithm if shortcuts are evaluated and otherwise 8–10 times faster. The former produced routes around 9% longer than the optimal routes while the later was able to find the optimal solutions in most cases with an average error of 1%. Based on a computational study performed on 11,742 nodes and 30,108 links, Jagadeesh et al. [54] found that their hierarchical algorithm (with a pruning step) was over 50 times faster than the conventional algorithm on a test network while providing routes that were longer than the optimal routes by 3.31% on average.

Finally, we should note that on another line of research related to the hierarchical search strategy discussed above, Shekhar et al. [61] proposed a hierarchical network model that provides an alternative approach to abstracting and structuring a topographical road map in a hierarchical fashion. It partitions the whole network into sub-graphs based on the road classification and pre-computes and stores the shortest path lengths between the boundary nodes of individual sub-graph. Huang et al. [62] and Jung and Pramanik [55] proposed a similar graph partition approach for structuring large topographical road maps for efficient storage and path computation. These hierarchical approaches focus more on how to partition and manage a transportation network and less on algorithmic implementation and are therefore not discussed in details in this review.

4. Conclusions and future research

There are a number of reasons for wishing to increase the speed of one-to-one minimum path algorithms. The most obvious is that in order to realize the full benefits of ITS hardware, the software components have to be able to operate in a real-time environment. This is true for individual in-vehicle RGS applications and in real-time multiple vehicle routing systems such as demand-responsive transit. This paper has surveyed various heuristic search strategies developed in the past to identify shortest paths in a transportation network. The different search strategies are categorized into three general classifications, including: (i) limit the area searched (branch pruning and A*), (ii) decompose the search problem (sub-goal and bi-directional search), (iii) limit the links searched (hierarchical search), and (iv) some combination of above. The following general conclusions can be obtained from this survey:

1. While the A* algorithm is the most popular heuristic among all heuristic algorithms, its computational efficiency in real transportation networks appears to be bounded by a factor of 2 (or 50% saving in computational time as compared to an ordinary LS). The idea of integrating a pruning step into a LC algorithm is innovative, but again the computational efficiency of the resulting algorithm itself is limited (60% or less). However, it should be noted that these heuristic strategies could work effectively with other heuristics such as bi-directional and hierarchical search to gain additional computational efficiency.

2. The idea of breaking down a shortest path problem into two sub-problems of smaller size (bi-directional search) is intuitively attractive, but its computational advantage in transportation networks has yet to be proved. Under some special implementations, a bi-directional shortest path algorithm could be faster than its counterpart—a uni-directional algorithm. However, its total computational efficiency in transportation networks is likely limited (less than 20%). While the bi-directional search method is
not of much advantage when used alone, it becomes effective when combined with the hierarchical search strategy.

3. By concentrating the search on the higher functional class links and exploring the lower class links only at the vicinity of the trip origin and destination, the hierarchical shortest path algorithm has the potential to break the shortest path problem into one with linear complexity. It has been shown that the computational time savings of a hierarchical algorithm could be by several orders of magnitude.

Past research has suggested that, by utilizing knowledge about the transportation network and the trip itself, heuristic search strategies have the potential to speed up a shortest path algorithm significantly. Further research is however needed in order to realize the full potential of these heuristic search algorithms. For example, most heuristic algorithms discussed in this paper have pros and cons in terms of computational efficiency and solution quality, it may be meaningful to investigate if these heuristics can work together in a single search engine for complementary gains. Also, in realistic transportation environments there exist various sources of additional information that may be helpful for reducing search time and improving the efficiency of the algorithms. It is expected to be fruitful to structure such knowledge and develop a formal framework for integrating it into a shortest path search process.

Furthermore, as discussed in Introduction, one of the major motivations for a heuristic shortest path algorithm is the need to quickly identify the best driving routes for a specific traveler. However, different travelers usually have different route choice preferences, often involving multiple decision factors such as travel time, costs, reliability and road types. Future research is therefore needed to apply the heuristic search strategies for solving the constrained shortest path problem with multiple routing objectives.

Lastly, most heuristic algorithms developed in the past have focused on solving the shortest path problem in networks where link travel costs are static and deterministic. In a realistic road traffic environment, however, travel times often change by time and have random variations. It is increasingly recognized that such dynamic and stochastic variations need to be explicitly considered in many transportation applications. Future research is needed to explore the possibility of extending the various heuristic search strategies to dynamic and/or stochastic networks [63,64].
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