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Abstract—This paper tackles the problem of real-time optimal control of traffic flow in a freeway network deployed with coordinated and integrated traffic controllers. One promising approach to this problem is casting the underlying dynamic control problem in a model predictive framework. The challenge is that the resulting optimization problem is computationally intractable for online applications in a network with a large number of controllers. In this paper, a game-theoretic approach with distributed controllers is proposed to address the foregoing issue. The efficiency of the proposed method is tested for a coordinated ramp metering and variable-speed limit control applied to a stretch of freeway network. The parallel nature of the optimization algorithm makes it suitable for solving large-scale problems with high accuracy. The speed and accuracy of the proposed solution approach are examined and compared with that of the conventional optimization method in a case study to demonstrate its superior performance.

Index Terms—Distributed controllers, game theory, model predictive control (MPC), parallel optimization, ramp metering, speed limit control.

I. INTRODUCTION

Several methods have been developed to improve the performance of freeway networks. Among them, control strategies such as ramp metering, speed limits, and route recommendation are recognized as the most effective ways to relieve the freeway traffic congestion. Furthermore, the latest advances in computers and communication technologies have made it feasible to implement network-wide multiple traffic control systems, as opposed to single local control schemes. Intuitively, for a given traffic network, more controllers could result in better performance. Nevertheless, for a network-wide implementation, the amount of data and the computational complexity of the underlying control algorithms quickly increase as the number of control measures increases. Therefore, in general, there exists a tradeoff between the quality of the control method and the amount of information and computational resources required to achieve that quality.

Traffic control strategies can generally be classified into three categories. The first category consists of offline or open-loop strategies, in which only historical data are used in deriving the controls. A good example of open-loop strategies is the fixed-time ramp metering [1], in which the control strategies are predetermined for a particular time of day by solving a linear programming problem based on historical demand. A more sophisticated strategy in this category is the nonlinear optimal ramp-metering method [2], which attempts to minimize an objective function for the whole network. One of the major drawbacks of this control strategy is its high sensitivity to inaccuracies in the predicted traffic demands, traffic patterns, and incidents.

The second category contains the reactive or close-loop methods, which derive the control decisions based on real-time data from traffic sensors such as inductive loop detectors. Generally, this type of controller aims at keeping the freeway conditions as close to a prespecified target state as possible. Ramp metering algorithms such as demand–capacity strategy [3] and ALINEA [4] are popular in this category. These controls do not incorporate any systematic optimization procedure to directly minimize the objective function and are mostly heuristic in nature, and their performance depends on the appropriate selection of the control parameters. Reference [5] provides a comprehensive review of the various ramp-metering methods in these two categories.

The third category includes control strategies commonly called proactive or predictive control methods that make use of both offline and online information to predict the future state of the underlying network and then control the system accordingly. The goal of these strategies is to find the optimal control over a given horizon based on a predefined objective function. It operates in a feedback adaptive fashion by which it takes new observed states and disturbances into account through a prediction model. These control methods are commonly referred to as receding horizon control or model predictive control (MPC).

The MPC has been applied in ramp metering [6], variable speed limits [7], combined ramp metering and variable speed limit control [8], and combined dynamic route guidance and ramp metering control [9].

Despite the obvious advantages of online strategies with optimization frameworks, such as the MPC, they have the drawback that their computational complexity quickly increases by the number of control inputs. This is particularly problematic for...
traffic-control systems where a closed-form optimal control signal may not explicitly be derived, and for each control interval, an online nonlinear programming technique must be implemented. For instance, Di Febbraro et al. [10] proposed to apply artificial neural networks as an offline control for optimal freeway traffic control instead of using online optimization for their receding horizon approach because they found that the dynamics of the system change faster than the speed of the computing system. In another case [8], it was suggested that a hierarchical control scheme be tested that was decomposing the large traffic network into small subnetworks with minimum interaction and then solving each problem locally. In [11], a hierarchical control structure is proposed for the coordinated ramp-metering problem arising in the Amsterdam ring road.

The problem was formulated with a nonlinear macroscopic traffic model. The solution method proposed in that work was claimed to be fast enough for real-time implementation; however, it is unknown whether this solution approach could be extended to solve problems with more sophisticated controllers (e.g., speed limits) and input/state constraints. Despite the computational challenges, the potential of online control strategies like the MPC is very promising, and the remaining challenge is to develop a solution method that can feasibly be implemented in a real-world setting.

In this paper, we consider the problem of applying the MPC control framework to the congestion control problem of a freeway network equipped with ramp metering and variable speed limits. A solution algorithm from game theory is proposed to find the optimal solutions for the optimization part of the MPC, which has the potential to make the real-time congestion control computationally tractable even for large traffic networks. A macroscopic traffic flow model is used as the prediction model of the real traffic system. This paper is organized as follows: In Section II, the problem description is presented. In Section III, the basics of the MPC are introduced. In Section IV, the traffic flow model (prediction model) is introduced. In Section V, the problem formulation is proposed. The game-theoretic approach is explained in Section VI. The proposed method is applied to a benchmark problem in Section VII. Finally, conclusions are stated in Section VIII.

II. INTEGRATED AND COORDINATED CONTROL PROBLEM

We consider the problem of finding the best control settings for a group of controllers in a traffic network consisting of a set of ramp meters and variable speed limit signs. The control objective is to minimize the system-wide total time spent (TTS) by all vehicles in the freeway network. Ramp metering is the most widely used freeway traffic-control method around the world. However, this method will lose its effectiveness as the congestion level increases. Changing the speed limit through variable speed limit signs could partially address this issue and improve the effectiveness of the ramp-metering system, as shown in [8]. The speed limiters located just before the bottleneck on-ramp can help reduce the outflow of controlled segments so that there will be some space left to accommodate the traffic from the on-ramp. This way, the traffic flow in the on-ramp area could be kept near the capacity, and the duration of breakdowns could be reduced. Therefore, a combination of 141 ramp metering and variable speed limit control has the potential to achieve better performance than when they are implanted separately.

Coordination among different controllers that work together is an essential task. For instance, a controller at one spot of a 146 freeway network may mitigate a local congestion problem but may induce congestion at another location on the freeway. Besides using the global data, the prediction of network evolution could be valuable since the effect of control can be seen after a 150 time delay.

As the number of ramp meters and speed control limits increases, the size of the solution vector grows rapidly. For example, to find an optimal solution for \( N \) controllers including 154 ramp meters and speed limiters using the MPC approach, which will be explained in the next section, every controller must find \( C \) optimal values at each control time step. There-fore, the solution to the optimal control problem is an \( N \times C \times 158 \) variable matrix. If the problem is formulated as an integer-159 programming problem with \( S \) discrete permissible values for each \( N \times C \) variable matrix, then \( S^{N \times C} \) values have to be 161 enumerated and evaluated to find the global optimal solution. Although the problem could also be formulated as a continuous 163 nonlinear programming problem, the resulting problem is likely to be nonconvex in nature in that finding the global optimum so-165 lution would require an exhaustive search of the whole solution space.

III. MODEL PREDICTIVE CONTROL

The MPC is an advanced control framework that was originally developed for industrial process control (see [12] and 170 [13]). The MPC is a distinguished control model in terms of its capability to deal with various system constraints in an optimization framework. The core idea of the MPC is its use of a dynamic model to predict the future behavior of the system 174 at each optimization step. The goal is to find the desired control 175 inputs such that a predefined objective function is minimized or 176 maximized. In this paper, we have utilized MPC as an online 177 method to optimally control coordination of speed limits and 178 ramp metering with the objective of minimizing the TTS with 179 system states being predicted by a macroscopic freeway model. The following section provides a brief description of the MPC framework introduced in [14].

We consider a control system with \( N \) controllers over a 183 specific time horizon. The time horizon is divided into \( P \) 184 large control intervals, each subdivided into \( M \) small inter-185 vals (called system simulation steps). It is assumed that over 186 each control interval, the control variables are kept the same, 187 whereas the system state changes by the simulation step. Let \( k_c \) be the index for large intervals \( (k_c = 1, 2, \ldots, P) \) and \( k \) for 189 all the subintervals \( (k = 1, 2, \ldots, M P) \). The transition of the 190 system state can be expressed as follows:

\[
x(k+1) = f(x(k), u(k), d(k))
\]

where \( x(k), u(k), \) and \( d(k) \) are vectors representing the system state, the control input, and the disturbance at time \( k \). At each 193
control step $k_c$, a new optimization is performed to compute the 
195 optimal control decisions, e.g.,

$$u(k_c) = \begin{bmatrix} u_1(k_c) & u_1(k_c + 1) & \cdots & u_1(k_c + P - 1) \\ \vdots & \vdots & \ddots & \vdots \\ u_N(k_c) & u_N(k_c + 1) & \cdots & u_N(k_c + P - 1) \end{bmatrix}$$

196 for the time period of $[1,2,\ldots,P]$, in which $P$ is the prediction 
197 horizon.

200 To reduce the computational complexity, a control horizon 
201 $C(C < P)$ is usually defined to represent the time 
202 horizon over which the control signal is considered to be 
203 fixed, i.e.,

$$u(k_c) = u(C - 1) \quad \text{for} \quad k_c > C.$$ 

204 Therefore, for $N$ controllers, the $N \times C$ vector of optimal 
205 controls would be

$$u^*(k_c) = \begin{bmatrix} u_1^*(k_c) & u_1^*(k_c + 1) & \cdots & u_1^*(k_c + C - 1) \\ \vdots & \vdots & \ddots & \vdots \\ u_N^*(k_c) & u_N^*(k_c + 1) & \cdots & u_N^*(k_c + C - 1) \end{bmatrix}$$

206 Only the first optimal control signal $u_i^*(k_c)$, $i = 1,2,\ldots,N$ 
207 (first column) is applied to the real system, and after shifting 
208 the prediction and control horizon one step forward with the 
209 current observed states of the real system to the model, the 
210 process is repeated. This feedback is necessary to correct any 
211 prediction errors and system disturbances that may deviate 
212 from model prediction. Since we have to work with a non-
213 linear system (traffic model), in each control time step $k_c$, a 
214 nonlinear programming has to be solved to find the $N \times C$ 
215 optimal solutions before reaching the next control time step 
216 $(k_c + 1)$.

217 It should be pointed out that the control parameters $P$ and $C$ 
218 need to be selected appropriately. Choosing a large prediction 
219 and control horizon will increase the computational demands 
219 due to the increased number of optimization variables. On the 
220 other hand, using a short prediction and control horizon may 
221 turn the control strategy into a reactive model and thus degrade 
222 its effectiveness.

223 In the following sections, we introduce how the system state 
224 equations are modeled using a dynamic traffic flow model and 
225 how the MPC can be cast into a game-theoretical framework 
226 and solved efficiently.

IV. TRAFFIC-FLOW MODEL

228 The traffic-flow model adopted here is the destination in- 
229 dependent METANET model (see [2] for more details) to- 
230 gether with the extended model for speed limits presented 
231 in [8].

232 The METANET is a macroscopic traffic model that is dis- 
233 creete in both space and time. The model represents the network 
234 by a directed graph with a set of links corresponding to freeway 

237 stretches and a set of nodes, as illustrated in Fig. 1. Each link 
238 has uniform characteristics i.e., no on-ramp or off-ramp and 
239 no major changes in geometry. The nodes of the graph are 
239 placed between links, where the major change in road geometry 
240 occurs, such as on-ramps and off-ramps. A freeway link $(m)$ 
241 is divided into $(N_m)$ segments (indexed by $i$) of length $(l_{m,i})$ 
241 and by the number of lanes $(n_m)$. Each segment $(i)$ of link 
242 $(m)$ at time instant $t = kT$, where $T$ is the time step used for 
243 simulation, and $k = 0, \ldots, K$, is macroscopically characterized 
244 by its traffic density $\rho_{m,i}(k)$ (in vehicles per lane per kilometer), 
244 mean speed $v_{m,i}(k)$ (in kilometers per hour), and traffic volume 
244 $q_{m,i}(k)$ (in vehicles per hour). Table I describes the notations 
245 related to the METANET model.

246 The traffic stream models that capture the evolution of traf- 
246 fic on each segment at each time step are shown in (1)–(8) 
247 (see Table II). The node equations that represent the relation 
247 among the emanating links. Using the aforementioned equations, the nonlinear traffic 
248 dynamics can be expressed as follows:

$$x(k + 1) = f(x(k), u(k), d(k)) \quad (13)$$

where $x(k)$ is the state vector of the system, that is, flow rate 
255 $(q_{m,i}(k))$, speed $(v_{m,i}(k))$, density $(\rho_{m,i}(k))$, and queue length 
255 of origins $w_o(k)$; $u(k)$ is the vector of control inputs, including 
255 the ramp metering rates and the speed limits; and $d(k)$ is the 
255 disturbance vector at simulation step $k$.

258 Based on $x(k)$, $u(k)$, and $d(k)$, the future evolution of $x(k)$, $u(k)$, and $d(k)$, the future evolution of 
259 traffic the system $[\hat{x}(k+1), \ldots, \hat{x}(k+MP-1)]$ can be pre- 
260 dicted by the METANET model.

V. PROBLEM FORMULATION

263 With the definitions and system state equations introduced 
264 in the previous section, we can now present the formula- 
265 tion of the MPC optimization problem. The optimal control 
266 problem includes the following two sets of decision 267 variables:

1) $v_i(j)$: variable speed limits for $j \in [k, \ldots, k + C - 1]$ 
269 and $i \in I_{\text{speed}}$, where $I_{\text{speed}}$ is the set of speed limits that 
270 are presented in the freeway network;

2) $r_o(j)$: ramp-metering rates for $j \in [k, \ldots, k + C - 1]$ 
272 and $o \in O_{\text{ramp}}$, where $O_{\text{ramp}}$ is the set of controlled on- 
273 ramps where ramp metering is presented.
The objective function used in this paper is the TTS spent by all vehicles, as defined in:

\[
J(v,r) = T \sum_{j=k}^{k+p-1} \left\{ \sum_{m,i} \rho_{m,i}(j) l_{m,i} n_m + \sum_o w_o(j) \right\} 
+ \sum_{j=k}^{k+p-1} \left\{ \alpha_{\text{ramp}} \sum_{o \in O_{\text{ramp}}} (r_o(j) - r_o(j-1))^2 
+ \alpha_{\text{speed}} \sum_{i \in I_{\text{speed}}} \left( \frac{v_i(j) - v_i(j-1)}{v_{\text{free}}} \right)^2 
+ \alpha_{\text{queue}} \sum_{o \in O_{\text{ramp}}} (\max(w_o - w_{\max}))^2 \right\} 
\]

\[ (14) \]

The first two terms in (14) correspond to the main stream and the origins' queues, respectively. The second and third terms, which are weighted by nonnegative weighting factors, enable the control strategy to penalize abrupt changes in the ramp metering and speed-limit-control decisions, and the last term with a nonnegative weighting factor penalizes queue lengths larger than the on-ramp capacity for keeping the queue lengths within the permissible limit of the on-ramps.

The MPC optimization problem can therefore be formulated as follows in an abbreviated form:

\[
\min \{ J(v,r) : v \in V, r \in R \} 
\text{s.t.} \quad \text{Equations (1)-(12)} \quad (15)
\]

where for \( N_1 \) speed limits and \( N_2 \) ramp meters, \( v(N_1 \times C) \) and \( r(N_2 \times C) \) are decision variables, respectively, \((N_1 + N_2 = N)\), and \( V \times R \) is the feasible search space.
TABLE II

<table>
<thead>
<tr>
<th>Link Equations and Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{m,j}(k) = \rho_{m,j}(k)v_{m,j}(k)n_m$ (1) Flow-Density-Speed equation</td>
</tr>
<tr>
<td>$\rho_{m,j}(k+1) = \rho_{m,j}(k) + \frac{T}{l_{m,j}n_m}[q_{m,j}(k) - q_{m,j}(k)]$ (2) Conservation of vehicles</td>
</tr>
<tr>
<td>$v_{m,j}(k+1) = v_{m,j}(k) + \frac{T}{\tau_m}[\frac{\rho_{m,j}(k)}{v_{m,j}(k)} - v_{m,j}(k)]$ (3) Speed dynamic</td>
</tr>
<tr>
<td>Relaxation Term: drivers try to achieve desired speed $v(k)$.</td>
</tr>
<tr>
<td>Convective Term: Speed decrease or increase caused by inflow of vehicles.</td>
</tr>
<tr>
<td>Anticipation Term: the speed decrease (increase) as vehicles experience the density increase (decrease) in downstream.</td>
</tr>
<tr>
<td>$\mathcal{V}[\rho_{m,j}(k)] = v_{\text{free,m}} \exp \left( -\frac{1}{a_m} \frac{\rho_{m,j}(k)}{\rho_{\text{tri,m}}} \right)$ (4) Speed-Density relation (fundamental diagram)</td>
</tr>
<tr>
<td>$w_{c,j}(k+1) = w_{c,j}(k) + T(d_{c,j}(k) - q_{c,j}(k))$ (5) Origins’ queueing model</td>
</tr>
<tr>
<td>$q_{c,j}(k) = \min \left[ \frac{d_{c,j}(k) + w_{c,j}(k)}{T}Q_\sigma, r_{c,j}(k)$, $Q_\sigma, \frac{\rho_{\text{max},m} - \rho_{m,1,j}(k)}{\rho_{\text{max},m} - \rho_{\text{tri,m}}} \right]$ (6) Ramp outflow equation</td>
</tr>
<tr>
<td>The outflow depends on the traffic condition in the main-stream and also on the metering rate, $r_{c,j}(k) \in [0,1]$.</td>
</tr>
<tr>
<td>$\mathcal{V}[\rho_{m,j}(k)] = \min \left[ \frac{v_{\text{free,m}} \exp \left( -\frac{1}{a_m} \frac{\rho_{m,j}(k)}{\rho_{\text{tri,m}}} \right)}{(1 + \alpha)c_{\text{contra,m}}(k)} \right]$ (7) Speed limit model</td>
</tr>
<tr>
<td>The desired speed is the minimum of the speed determined by (4) and the speed limit, which is displayed on the variable message sign (VMS).</td>
</tr>
<tr>
<td>$-\frac{\delta T q_{c,j}(k) r_{m,1,j}}{l_{m,j}n_m(\rho_{m,1,j}(k) + k)}$ (8) Speed drop caused by merging phenomena. If there is an on-ramp then the term must be added to (3)</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Node Equations and Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_\sigma(k) = \sum_{j \in \mathcal{L}} q_{\mu,j}(k)$ (9) Total traffic flow enter node $\mu$</td>
</tr>
<tr>
<td>$q_{\mu,n}(k) = \beta_{\mu,n}(k)Q_\sigma(k)$ (10) Traffic flow that leaves node $\mu$ via link $\mathcal{L}$</td>
</tr>
<tr>
<td>$\rho_{\mu,n,j}(k) = \frac{\sum_{j \in \mathcal{L}} \rho_{\mu,j}(k)}{\sum_{j \in \mathcal{L}} \rho_{\mu,j}(k)}$ (11) Virtual downstream density, when node $\mu$ has more than one leaving link</td>
</tr>
<tr>
<td>$v_{\mu,n}(k) = \frac{\sum_{j \in \mathcal{L}} v_{\mu,j}(k) q_{\mu,j}(k)}{\sum_{j \in \mathcal{L}} q_{\mu,j}(k)}$ (12) Virtual upstream speed, when node $\mu$ has more than one entering link</td>
</tr>
</tbody>
</table>

291 call the whole decision variable vector $u(N \times C)$, which is as 292 follows:

$$u(k_c) = \begin{bmatrix}
    v_1(k_c) & v_1(k_c + 1) & \cdots & v_1(k_c + C - 1) \\
    \vdots & \vdots & \ddots & \vdots \\
    v_{N_1}(k_c) & v_{N_1}(k_c + 1) & \cdots & v_{N_1}(k_c + C - 1) \\
    r_1(k_c) & r_1(k_c + 1) & \cdots & r_1(k_c + C - 1) \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{N_2}(k_c) & r_{N_2}(k_c + 1) & \cdots & r_{N_2}(k_c + C - 1)
\end{bmatrix}.$$

293 Because of the nonlinearity of the traffic system states (1)–(12) 294 and the objective function, this problem is a nonlinear pro-295 gramming with $N \times C$ decision variables. The problem is com-296 monly solved using sequential quadratic programming (SQP) 297 algorithm [8]. However, the SQP algorithm is viable only for 298 small problems, and its optimality is not guaranteed. Therefore, 299 to find a sufficiently good solution in a reasonable time for 299 this problem, we apply the game theory that has successfully 300 been applied to solve large-size optimization problems in other 301 fields.

VI. GAME-THEORETIC APPROACH

The game theory was first introduced in the economy to find the market equilibrium when multiple firms compete
each other to sell or buy some goods. Game theory studies how rational decision makers (players) choose their strategies from the sets of decisions that depend on the strategies of other players. In other words, each player has a payoff function that is affected by the strategy of the player itself and the strategies of other players. There are two types of strategies defined in game theory: 1) If a player has a dominant strategy or knows what his/her opponent will do in the next step, then he/she could take a strategy with probability 1, which is called pure strategy. 2) However, in incomplete information games where players do not have dominant strategies or are not sure about the next step decisions of their rivals, they may assign different probabilities to their own and their rivals’ decision sets, and their strategy vectors are called mixed strategies (for more details regarding game theory and applications, see [15] and [16]).

The basic idea of using game theory in this paper for freeway optimal traffic control is to decompose the whole optimization problem into a number of suboptimization problems with smaller dimensions and to solve them individually but in a coordinated way. This is similar to turning the optimization problem into a sequential and coordinated game that is played by a number of players with identical payoffs. In our case, each of the $N$ controllers in the traffic network is considered as a player in a game, and the TTS of all vehicles in the network is considered the objective function of all the players. Therefore, the optimal coordination of the ramp metering and variable speed limits is presented as a game of identical interests.

Since the players (traffic controllers) decide simultaneously and try to chose their best strategies in response to the predicted strategies of their rivals (other network controllers), the solution vector of such game represents a state called Nash equilibrium, in which the players cannot improve their payoffs by changing their strategies unilaterally. The Nash equilibrium solution can be found through a well-known algorithm called fictitious play (FP) [17]. The FP is an interactive process in which the players find their best strategies by predicting the rivals’ strategies based on the probability distributions of their past decisions. In general, the FP is not guaranteed to converge to the Nash equilibrium; however, it does converge to the Nash equilibrium in games of identical interest or common objective (in our case TTS) [18]. Virtually, the optimization problems may be viewed as a game of identical objectives in which the Nash solution has some optimality properties; as a result, the FP has recently become increasingly popular as an optimization tool.

The classical form of FP is computationally extensive in practice. Reference [19] proposed a modified form of it called sample FP (SFP) that is similar to the original FP with a difference that the best strategies are computed against a random sample from the history of the past decisions of the rivals instead of the predicted decisions based on their probability distributions. The SFP algorithm is useful to solve the problem of form (15), particularly when the objective function is evaluated through a black-box module requiring significant computational efforts for each function evaluation similar to our case (see [19] for more details). In the SFP method, each player finds its best strategy by assuming that other players play known strategies drawn randomly from the history of their past plays. Therefore, players learn other players’ strategies iteratively. The convergence of the SFP with the increasing number of iterations has also been proven in [19]. The SFP algorithm has been applied for solving the dynamic traffic assignment problem [20], the communication protocol design [21], and the signalized intersection problem [22].

The SFP algorithm has the following steps, as reported in [22]:

1) Initialization: A set of initial strategies is randomly chosen for each player and stored in the history.
2) Sampling: A strategy arbitrarily drawn from the history of plays for each player with equal probability.
3) Best reply: Each player computes his/her best reply or strategy, assuming that other players play the strategies drawn in the previous step.
4) Store: The best replies obtained in Step 3 are stored in the history of plays.
5) Stop Condition: Check whether the stopping criterion is met (for example, if the solution vector has reached the steady-state Nash equilibrium); if not, then go to Step 2.

The most important feature of the SFP algorithm is that the best-reply computation can be done in parallel for all players simultaneously. This makes the algorithm feasible for parallel implementation, that is, the $N$, $C$-dimensional optimization problems can be solved in parallel. It is also possible to decompose the problem into much smaller subproblems by assuming the $C$ control signal of each controller as an individual player. Accordingly, we would have $N \times C$ players, each with a 1-D optimization problem. We omitted this configuration because in this scheme the divergence time associated with $N \times C$ players might have become problematic as the number of controlled inputs would increase. Furthermore, the $C$-dimensional problem is small enough for our optimization algorithm, and...
the parameter $C$ does not vary as the number of controller increases.

The SFP algorithm of coordinated ramp metering and variable speed limits in the MPC framework can be presented as follows (see Fig. 2 for the schematic description):

1) Initialization: A set of initial values is randomly chosen for each of the ramp meters and speed limits for a given control horizon ($C$). ($u_{\text{initial}}^i (1 \times C)$ for $i = 1, \ldots, N$).

2) Sampling: The control values are arbitrarily drawn from the history of previously stored values for each controller with equal probability (equal to initial values for the first step). ($u_{\text{history}}^i (1 \times C)$ for $i = 1, \ldots, N$).

3) Optimization: Each controller finds its optimal values by minimizing the objective function of (14) over the prediction horizon, assuming that all the other controllers have taken constant values (drawn from Step 2). The METANET model is utilized as the prediction model and the SQP algorithm as a numerical optimization algorithm to find the optimal controls. $u^*_i (1 \times C)$ for $i = 1, \ldots, N$.

4) Store: The new optimal values obtained in Step 3 are stored in the history of the players’ decisions.

5) Stop Condition: Checks whether the convergence of the fitness function for each controller has occurred (i.e., if the steady-state Nash equilibrium has been reached). If yes, then stop and repeat this algorithm for the next iteration ($k + 1$); otherwise, go to step 2.

We could say that the decision/control vector $u^*(N \times C)$ is the Nash equilibrium if, for each controller $i \in N$, $u^*_i (1 \times C)$ gives the minimum TTS for all players, provided that $u^*_{-i}$ (the decision variables of other controllers) are fixed at their optimum values, i.e.,

$$u^*_i \in \arg \min J(u^*_i, u^*_{-i}).$$

This means that none of the controllers may change its control value to get a lower TTS, which is the condition of the Nash equilibrium.

In this paper, the SFP algorithm in the MPC framework is designated as the distributed optimization framework (DOF), whereas the conventional nondecomposed optimization is called the centralized optimization framework (COF).
Fig. 5. Simulation results for the no-control case. (a) Segment traffic density. (b) Segment traffic speed. (c) Segment traffic flow. (d) Origin queue length. (e) Origin flow.

80 vehicles, respectively. The network parameters are the same as the parameters used in [23], i.e.,

\[ T = 10 \text{ s}, \quad \tau = 18 \text{ s} \]
\[ \kappa = 40 \text{ veh/lane/km}, \quad \vartheta = 60 \text{ km}^2/\text{h} \]
\[ \rho_{\text{max}} = 180 \text{ veh/lane/km}, \quad \alpha_1 = \alpha_2 = 1.867 \]
\[ \rho_{\text{crit}} = 33.5 \text{ veh/lane/km}, \quad V_{\text{free}} = 102. \]

In addition, we assumed that the drivers would obey the control speed displayed by speed limiters \((\alpha = 0)\).

The demand profiles from the origins are shown in Fig. 4. The METANET model and the underlying optimization framework work are implemented within the MATLAB software.

B. Simulation Results

In the no-control case, when the traffic demands increase in on-ramps 1 and 2, congestion occurs and propagates through links 1 and 2 (see Fig. 5). Consequently, the density on the main stream increases, and a long queue (approximately 150 vehicles) is formed at \(O_1\). In this case, the TTS is 3109 veh.h.

For the MPC system, the optimal prediction and control horizons were found to be approximately 48 and 36 steps, corresponding to 8 and 6 min, respectively. The time step for control updates was set to 1 min, which means that every minute, optimal control must be computed and applied to the traffic system. The simulation results for MPC with COF are shown in Fig. 6. The speed limits reduced the inflow and density of the critical segment, which resulted in a higher outflow. The TTS under this control was 2796 veh.h, which showed 10.06% improvement compared with the no-control case.

The results of the DOF case with the same control parameters used for the previous case are shown in Fig. 7. The TTS in this case was 2605 veh.h, which had an improvement of 16.21% compared with the no-control case and 6.15% to the COF. This result indicates that the DOF could substantially improve the network performance compared with the COF.
Fig. 8 shows the optimal TTS at each control step for the COF and DOF approaches. It can be seen that during the congested period when the control measures are in effect, the TTS values for the DOF case are smaller than those for COF, which results in a better overall performance. This may also be explained by the formation of queues in on-ramps 1 and 2 for two cases. In the COF, the proposed control has used the capacity of the second on-ramp (80 vehicles) for most of the 2.5-h simulation time, whereas in the DOF, the capacity of the first on-ramp (150 vehicles) has mainly been used. These results showed that keeping the vehicles in the first on-ramp has more influence on reducing the TTS. Although no general statement can be made to explain this suboptimal solution achieved by COF, one possible explanation is that, in the COF, a larger search space has to be explored, which degrades the performance of the optimization method. In
Fig. 7. Simulation results for the DOF case. (a) Segment traffic density. (b) Segment traffic speed. (c) Segment traffic flow. (d) Origin queue length. (e) Origin flow. (f) Optimal ramp metering rates. (g) Optimal speed limit values.

In contrast, the DOF keeps the dimension of the decision variables fixed.

In Fig. 9, a sample evolution of the best-reply convergences to the Nash equilibrium value is presented. The results depict that in a few iterations (seven iterations), the optimal TTS value is reached by all players (controllers).

It should be mentioned that our simulation was performed on a single CPU, whereas in real-time control applications, parallel CPUs could be utilized. Therefore, if we assume equal computational time for each player in the proposed simulation, then the total computational time with multiple CPUs would be one fourth of the computation time with a single CPU.
and coordinated freeway network-control problem by employing distributed controllers. The proposed method was applied to the problem of optimal ramp metering and variable speed limits in an MPC framework. Based on the simulation results, the proposed method (DOF) achieved better performance in terms of both solution quality and computation time than those for COF. Because of the parallel nature of its solution process, the proposed algorithm can be implemented in parallel in multiple CPUs, making it potentially feasible for real-time implementation in large-size freeway networks.

For future works, we will be focusing on testing the proposed method for larger networks, including more traffic controllers, to investigate changes in the convergence process as the number of traffic controllers increases.
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Abstract—This paper tackles the problem of real-time optimal control of traffic flow in a freeway network deployed with coordinated and integrated traffic controllers. One promising approach to this problem is casting the underlying dynamic control problem in a model predictive framework. The challenge is that the resulting optimization problem is computationally intractable for online applications in a network with a large number of controllers. In this paper, a game-theoretic approach with distributed controllers is proposed to address the foregoing issue. The efficiency of the proposed method is tested for a coordinated ramp metering and variable-speed limit control applied to a stretch of freeway network. The parallel nature of the optimization algorithm makes it suitable for solving large-scale problems with high accuracy. The speed and accuracy of the proposed solution approach are examined and compared with that of the conventional optimization method in a case study to demonstrate its superior performance.

Index Terms—Distributed controllers, game theory, model predictive control (MPC), parallel optimization, ramp metering, speed limit control.

I. INTRODUCTION

Several methods have been developed to improve the performance of freeway networks. Among them, control strategies such as ramp metering, speed limits, and route recommendation are recognized as the most effective ways to relieve the freeway traffic congestion. Furthermore, the latest advances in computers and communication technologies have made it feasible to implement network-wide multiple traffic control systems, as opposed to single local control schemes. Intuitively, for a given traffic network, more controllers could result in better performance. Nevertheless, for a network-wide implementation, the amount of data and the computational complexity of the underlying control algorithms quickly increase as the number of control measures increases. Therefore, in general, there exists a tradeoff between the quality of the control method and the amount of information and computational resources required to achieve that quality.

Traffic control strategies can generally be classified into three categories. The first category consists of offline or open-loop strategies, in which only historical data are used in deriving the controls. A good example of open-loop strategies is the fixed-time ramp metering [1], in which the control strategies are predetermined for a particular time of day by solving a linear programming problem based on historical data. A more sophisticated strategy in this category is the nonlinear optimal ramp-metering method [2], which attempts to minimize an objective function for the whole network. One of the major drawbacks of this control strategy is its high sensitivity to inaccuracies in the predicted traffic demands, traffic patterns, and incidents.

The second category contains the reactive or close-loop methods, which derive the control decisions based on real-time data from traffic sensors such as inductive loop detectors. Generally, this type of controller aims at keeping the freeway conditions as close to a prespecified target state as possible. Reactive ramp metering algorithms such as demand-capacity strategy [3] and ALINEA [4] are popular in this category. These controls do not incorporate any systematic optimization procedure to directly minimize the objective function and are mostly heuristic in nature, and their performance depends on the appropriate selection of the control parameters. Reference [5] provides a comprehensive review of the various ramp-metering methods in these two categories.

The third category includes control strategies commonly called proactive or predictive control methods that make use of both offline and online information to predict the future state of the underlying network and then control the system accordingly. The goal of these strategies is to find the optimal control over a given horizon based on a predefined objective function. It operates in a feedback adaptive fashion by which it takes new observed states and disturbances into account through a prediction model. These control methods are commonly referred to as receding horizon control or model predictive control (MPC).

The MPC has been applied in ramp metering [6], variable speed limits [7], combined ramp metering and variable speed limit control [8], and combined dynamic route guidance and ramp-metering control [9].

Despite the obvious advantages of online strategies with optimization frameworks, such as the MPC, they have the drawback that their computational complexity quickly increases by the number of control inputs. This is particularly problematic for
traffic-control systems where a closed-form optimal control signal may not explicitly be derived, and for each control interval, an online nonlinear programming technique must be implemented. For instance, Di Febbraro et al. [10] proposed to apply artificial neural networks as an offline control for optimal freeway traffic control instead of using online optimization for their receding horizon approach because they found that the dynamics of the system change faster than the speed of the computing system. In another case [8], it was suggested that a hierarchical control scheme be tested that was decomposing the large traffic network into small subnetworks with minimum interaction and then solving each problem locally. In [11], a hierarchical control structure is proposed to the coordinated ramp-metering problem arising in the Amsterdam ring road.

The problem was formulated with a nonlinear macroscopic traffic model. The solution method proposed in that work was claimed to be fast enough for real-time implementation; however, it is unknown whether this solution approach could be extended to solve problems with more sophisticated controllers (e.g., speed limits) and input/state constraints. Despite the computational challenges, the potential of online control strategies like the MPC is very promising, and the remaining challenge is to develop a solution method that can feasibly be implemented in a real-world setting.

In this paper, we consider the problem of applying the MPC control framework to the congestion control problem of a freeway network equipped with ramp metering and variable speed limits. A solution algorithm from game theory is proposed to find the optimal solutions for the optimization part of the MPC, which has the potential to make the real-time congestion control computationally tractable even for large traffic networks. A macroscopic traffic flow model is used as the prediction model of the real traffic system. This paper is organized as follows: In Section II, the problem description is presented. In Section III, the basics of the MPC are introduced. In Section IV, the traffic flow model (prediction model) is introduced. In Section V, the problem formulation is proposed. The game-theoretic approach is explained in Section VI. The proposed method is applied to a benchmark problem in Section VII. Finally, conclusions are stated in Section VIII.

II. INTEGRATED AND COORDINATED CONTROL PROBLEM

We consider the problem of finding the best control settings for a group of controllers in a traffic network consisting of a set of ramp meters and variable speed limit signs. The control objective is to minimize the system-wide total time spent (TTS) by all vehicles in the freeway network. Ramp metering is the most widely used freeway traffic-control method around the world. However, this method will lose its effectiveness as the congestion level increases. Changing the speed limit through variable speed limit signs could partially address this issue and improve the effectiveness of the ramp-metering system, as shown in [8]. The speed limiters located just before the bottleneck on-ramp can help reduce the outflow of controlled segments so that there will be some space left to accommodate the traffic from the on-ramp. This way, the traffic flow in the on-ramp area could be kept near the capacity, and the duration of breakdowns could be reduced. Therefore, a combination of ramp metering and variable speed limit control has the potential to achieve better performance than when they are implanted separately.

Coordination among different controllers that work together is an essential task. For instance, a controller at one spot of a freeway network may mitigate a local congestion problem but may induce congestion at another location on the freeway. Besides using the global data, the prediction of network evolution could be valuable since the effect of control can be seen after a 150 time delay.

As the number of ramp meters and speed control limits increases, the size of the solution vector grows rapidly. For example, to find an optimal solution for $N$ controllers including 154 ramp meters and speed limiters using the MPC approach, (which will be explained in the next section), every controller must find $C$ optimal values at each control time step. Therefore, the solution to the optimal control problem is an $N \times C$ variable matrix. If the problem is formulated as an integer-linear programming problem with $S$ discrete permissible values for each $N \times C$ variable matrix, then $S^{N \times C}$ values have to be enumerated and evaluated to find the global optimal solution. Although the problem could also be formulated as a continuous nonlinear programming problem, the resulting problem is likely to be nonconvex in nature in that finding the global optimum solution would require an exhaustive search of the whole solution space.

III. MODEL PREDICTIVE CONTROL

The MPC is an advanced control framework that was originally developed for industrial process control (see [12] and [13]). The MPC is a distinguished control model in terms of its capability to deal with various system constraints in an optimization framework. The core idea of the MPC is its use of a dynamic model to predict the future behavior of the system at each optimization step. The goal is to find the desired control inputs such that a predefined objective function is minimized or maximized. In this paper, we have utilized MPC as an online method to optimally control coordination of speed limits and ramp metering with the objective of minimizing the TTS with 179 system states being predicted by a macroscopic freeway model. The following section provides a brief description of the MPC framework introduced in [14].

We consider a control system with $N$ controllers over a 183 specific time horizon. The time horizon is divided into $P$ large control intervals, each subdivided into $M$ small inter- vals (called system simulation steps). It is assumed that over 186 each control interval, the control variables are kept the same, whereas the system state changes by the simulation step. Let $k_c$ be the index for large intervals ($k_c = 1, 2, \ldots, P$) and $k$ for 188 all the subintervals ($k = 1, 2, \ldots, MP$). The transition of the 190 system state can be expressed as follows:

$$x(k+1) = f(x(k), u(k), d(k))$$

where $x(k)$, $u(k)$, and $d(k)$ are vectors representing the system state, the control input, and the disturbance at time $k$. At each 193
control step $k_c$, a new optimization is performed to compute the 195 optimal control decisions, e.g.,

$$
\begin{bmatrix}
u_1(k_c) & u_1(k_c + 1) & \cdots & u_1(k_c + P - 1) \\
\vdots & \ddots & \ddots & \vdots \\
u_N(k_c) & u_N(k_c + 1) & \cdots & u_N(k_c + P - 1)
\end{bmatrix}
$$

for the time period of $[1, 2, \ldots, P]$, in which $P$ is the prediction horizon.

To reduce the computational complexity, a control horizon $C(C < P)$ is usually defined to represent the time horizon over which the control signal is considered to be fixed, i.e.,

$$
u(k_c) = u(C - 1) \text{ for } k_c > C.$$

Therefore, for $N$ controllers, the $N \times C$ vector of optimal controls would be

$$
\begin{bmatrix}
u_1^*(k_c) & u_1^*(k_c + 1) & \cdots & u_1^*(k_c + C - 1) \\
\vdots & \ddots & \ddots & \vdots \\
u_N^*(k_c) & u_N^*(k_c + 1) & \cdots & u_N^*(k_c + C - 1)
\end{bmatrix}
$$

Only the first optimal control signal $u_i^*(k_c)$, $i = 1, 2, \ldots, N$ (first column) is applied to the real system, and after shifting the prediction and control horizon one step forward with the current observed states of the real system to the model, the process is repeated. This feedback is necessary to correct any prediction errors and system disturbances that may deviate from model prediction. Since we have to work with a nonlinear system (traffic model), in each control time step $k_c$, a nonlinear programming has to be solved to find the $N \times C$ optimal solutions before reaching the next control time step $(k_c + 1)$.

It should be pointed out that the control parameters $P$ and $C$ need to be selected appropriately. Choosing a large prediction and control horizon will increase the computational demands due to the increased number of optimization variables. On the other hand, using a short prediction and control horizon may turn the control strategy into a reactive model and thus degrade its effectiveness.

In the following sections, we introduce how the system state equations are modeled using a dynamic traffic flow model and how the MPC can be cast into a game-theoretical framework and solved efficiently.

IV. TRAFFIC-FLOW MODEL

The traffic-flow model adopted here is the destination in-dependent METANET model (see [2] for more details) together with the extended model for speed limits presented in [8].

The METANET is a macroscopic traffic model that is discrete in both space and time. The model represents the network by a directed graph with a set of links corresponding to freeway stretches and a set of nodes, as illustrated in Fig. 1. Each link has uniform characteristics i.e., no on-ramp or off-ramp and no major changes in geometry. The nodes of the graph are placed between links, where the major change in road geometry occurs, such as on-ramps and off-ramps. A freeway link $(m)$ is divided into $(N_m)$ segments (indexed by $i$) of length $(l_{m,i})$ and by the number of lanes $(n_{m,i})$. Each segment $(i)$ of link $(m)$ at time instant $t = kT$, where $T$ is the time step used for simulation, and $k = 0, \ldots, K$, is macroscopically characterized by its traffic density $\rho_{m,i}(k)$ (in vehicles per lane per kilometer), mean speed $v_{m,i}(k)$ (in kilometers per hour), and traffic volume $q_{m,i}(k)$ (in vehicles per hour). Table I describes the notations related to the METANET model.

The traffic stream models that capture the evolution of traffic on each segment at each time step are shown in (9)–(12) (see Table II), which show how the entering traffic flow to a node is distributed among the emanating links.

Using the aforementioned equations, the nonlinear traffic dynamics can be expressed as follows:

$$
x(k + 1) = f(x(k), u(k), d(k))
$$

where $x(k)$ is the state vector of the system, that is, flow rate $(q_{m,i}(k))$, speed $(v_{m,i}(k))$, density $(\rho_{m,i}(k))$, and queue length $(w_o(k))$; $u(k)$ is the vector of control inputs, including the ramp metering rates and the speed limits; and $d(k)$ is the disturbance vector at simulation step $k$.

Based on $x(k)$, $u(k)$, and $d(k)$, the future evolution of the traffic system $[\hat{x}(k + 1), \ldots, \hat{x}(k + MP - 1)]$ can be predicted by the METANET model.

V. PROBLEM FORMULATION

With the definitions and system state equations introduced in the previous section, we can now present the formulation of the MPC optimization problem. The optimal control problem includes the following two sets of decision variables:

1) $\psi_i(j)$: variable speed limits for $j \in [k, \ldots, k + C - 1]$ and $i \in I_{\text{speed}}$, where $I_{\text{speed}}$ is the set of speed limits that are presented in the freeway network;
2) $r_o(i)$: ramp-metering rates for $j \in [k, \ldots, k + C - 1]$ and $o \in O_{\text{ramp}}$, where $O_{\text{ramp}}$ is the set of controlled on-ramps where ramp metering is presented.
TABLE I
NOTATIONS USED IN THE METANET MODEL

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m, \mu )</td>
<td>Link index</td>
</tr>
<tr>
<td>( i )</td>
<td>Segment index</td>
</tr>
<tr>
<td>( T )</td>
<td>Simulation step size</td>
</tr>
<tr>
<td>( k )</td>
<td>Time step counter</td>
</tr>
<tr>
<td>( \rho_{m,i}(k) )</td>
<td>Density of segment ( i ) of freeway link ( m ) (veh/km/lane)</td>
</tr>
<tr>
<td>( v_{m,i}(k) )</td>
<td>Speed of segment ( i ) of freeway link ( m ) (km/h)</td>
</tr>
<tr>
<td>( q_{m,i}(k) )</td>
<td>Flow of segment ( i ) of freeway link ( m ) (veh/h)</td>
</tr>
<tr>
<td>( N_m )</td>
<td>Number of segments in link ( m )</td>
</tr>
<tr>
<td>( n_m )</td>
<td>Number of lanes in link ( m )</td>
</tr>
<tr>
<td>( l_{m,i} )</td>
<td>Length of segment ( i ) in link ( m ) (km)</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Time constant of the speed relaxation term (h)</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Speed anticipation term parameter (veh/km/lane)</td>
</tr>
<tr>
<td>( \upsilon )</td>
<td>Speed anticipation term parameter (km/h)</td>
</tr>
<tr>
<td>( \alpha_{m} )</td>
<td>Parameter of the fundamental diagram</td>
</tr>
<tr>
<td>( \rho_{\text{crit},m} )</td>
<td>Critical density of link ( m ) (veh/km/lane)</td>
</tr>
<tr>
<td>( \rho_{\text{max},m} )</td>
<td>Maximum density (veh/km/lane) of link ( m )</td>
</tr>
<tr>
<td>( v_{\text{free},m} )</td>
<td>Free-flow speed of link ( m ) (km/h)</td>
</tr>
<tr>
<td>( w_o(k) )</td>
<td>Length of the queue on on-ramp ( o ) at the time step ( k ) (veh)</td>
</tr>
<tr>
<td>( q_o(k) )</td>
<td>Flow that enters into the freeway at time step ( k ) (veh/h)</td>
</tr>
<tr>
<td>( d_o(k) )</td>
<td>Traffic demand at origin ( o ) at time step ( k ) (veh/h)</td>
</tr>
<tr>
<td>( r_o(k) )</td>
<td>Ramp metering rate of on-ramp ( o ) at time step ( k ) (veh/h)</td>
</tr>
<tr>
<td>( Q_o )</td>
<td>On-ramp capacity (veh/h)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Speed drop term parameter caused by merging at an on-ramp</td>
</tr>
<tr>
<td>( n )</td>
<td>Node index</td>
</tr>
<tr>
<td>( Q_n )</td>
<td>Total flow that enters freeway node ( n ) (veh/h)</td>
</tr>
<tr>
<td>( L_n )</td>
<td>Set of link indexes that enter node ( n )</td>
</tr>
<tr>
<td>( O_n )</td>
<td>Set of link indexes that leave node ( n )</td>
</tr>
<tr>
<td>( \beta_{n} )</td>
<td>Fraction of the traffic that leaves node ( n ) via link ( m )</td>
</tr>
<tr>
<td>( v_{\text{control},m,i} )</td>
<td>Speed limit applied in segment ( i ) of link ( m ) (km/h)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Parameter expressing the disobedience of drivers with the displayed speed limits</td>
</tr>
</tbody>
</table>

The objective function used in this paper is the TTS spent by all vehicles, as defined in

\[
TTS = J(v, r) = T \sum_{j=k}^{k+P-1} \left\{ \sum_{m,i} \rho_{m,i}(j) l_{m,i} n_m + \sum_o w_o(j) \right\}
+ \sum_{j=k}^{k+P-1} \left\{ \alpha_{\text{ramp}} \sum_{o \in O_{\text{ramp}}} (r_o(j) - r_o(j-1))^2
+ \alpha_{\text{speed}} \sum_{i \in I_{\text{speed}}} \left( \frac{v_i(j) - v_i(j-1)}{v_{\text{free}}} \right)^2
+ \alpha_{\text{queue}} \sum_{o \in O_{\text{ramp}}} (\max(w_o - w_{\text{max}}))^2 \right\}
\]

The first two terms in (14) correspond to the main stream and the origins' queues, respectively. The second and third terms, which are weighted by nonnegative weighting factors, enable the control strategy to penalize abrupt changes in the ramp metering and speed-limit-control decisions, and the last term with a nonnegative weighting factor penalizes queue lengths larger than the on-ramp capacity for keeping the queue lengths within the permissible limit of the on-ramps.

The MPC optimization problem can therefore be formulated as follows in an abbreviated form:

\[
\min \{ J(v, r) : v \in V, r \in R \}
\]
s.t. \( \text{Equations (1)-(12)} \) (15)

where for \( N_1 \) speed limits and \( N_2 \) ramp meters, \( v(N_1 \times 288) \) and \( r(N_2 \times C) \) are decision variables, respectively, \( (N_1 + N_2 = N) \), and \( V \times R \) is the feasible search space.
TABLE II
LINK EQUATIONS AND DESCRIPTIONS

TABLE III
NODE EQUATIONS AND DESCRIPTIONS

VI. GAME-THEORETIC APPROACH
each other to sell or buy some goods. Game theory studies how rational decision makers (players) choose their strategies from the sets of decisions that depend on the strategies of other players. In other words, each player has a payoff function that is affected by the strategy of the player itself and the strategies of other players. There are two types of strategies defined in game theory: 1) If a player has a dominant strategy or knows what his/her opponent will do in the next step, then he/she could take a strategy with probability 1, which is called pure strategy. 2) However, in incomplete information games where players do not have dominant strategies or are not sure about the next step decisions of their rivals, they may assign different probabilities to their own and their rivals’ decision sets, and their strategy vectors are called mixed strategies (for more details regarding game theory and applications, see [15] and [16]).

The basic idea of using game theory in this paper for freeway optimal traffic control is to decompose the whole optimization problem into a number of suboptimization problems with smaller dimensions and to solve them individually but in a coordinated way. This is similar to turning the optimization problem into a sequential and coordinated game that is played by a number of players with identical payoffs. In our case, each of the \( N \) controllers in the traffic network is considered as a player in a game, and the TTS of all vehicles in the network is considered the objective function of all the players. Therefore, the optimal coordination of the ramp metering and variable speed limits is presented as a game of identical interests.

Since the players (traffic controllers) decide simultaneously and try to choose their best strategies in response to the predicted strategies of their rivals (other network controllers), the solution vector of such a game represents a state called Nash equilibrium, in which the players cannot improve their payoffs by changing their strategies unilaterally. The Nash equilibrium solution can be found through a well-known algorithm called fictitious play (FP) [17]. The FP is an interactive process in which the players find their best strategies by predicting the rivals’ strategies based on the probability distributions of their past decisions. In general, the FP is not guaranteed to converge to the Nash equilibrium; however, it does converge to the Nash equilibrium in games of identical interest or common objective (in our case TTS) [18]. Virtually, the optimization problems may be viewed as a game of identical objectives in which the Nash solution has some optimality properties; as a result, the FP has recently become increasingly popular as an optimization tool.

The classical form of FP is computationally extensive in practice. Reference [19] proposed a modified form of it called sample FP (SFP) that is similar to the original FP with a difference that the best strategies are computed against a random sample from the history of the past decisions of the rivals instead of the predicted decisions based on their probability distributions. The SFP algorithm is useful to solve the problem of form (15), particularly when the objective function is evaluated through a black-box module requiring significant computational efforts for each function evaluation similar to our case (see [19] for more details). In the SFP method, each player finds its best strategy by assuming that other players play known strategies drawn randomly from the history of their past plays. Therefore, players learn other players’ strategies iteratively. The convergence of the SFP with the increasing number of iterations has also been proven in [19]. The SFP algorithm has been applied for solving the dynamic traffic assignment problem [20], the communication protocol design problem [21], and the signalized intersection problem [22].

The SFP algorithm has the following steps, as reported in [22]:

1. Initialization: A set of initial strategies is randomly chosen for each player and stored in the history.
2. Sampling: A strategy arbitrarily drawn from the history of plays for each player with equal probability.
3. Best reply: Each player computes his/her best reply or strategy, assuming that other players play the strategies drawn in the previous step.
4. Store: The best replies obtained in Step 3 are stored in the history of plays.
5. Stop Condition: Check whether the stopping criterion is met (for example, if the solution vector has reached the steady-state Nash equilibrium); if not, then go to Step 2.

Fig. 2. Schematic diagram of MPC with SFP optimization method.

The most important feature of the SFP algorithm is that the best-reply computation can be done in parallel for all players simultaneously. This makes the algorithm feasible for parallel implementation, that is, the \( N \), \( C \)-dimensional optimization problem can be solved in parallel. It is also possible to decompose the problem into much smaller subproblems by assuming the \( C \) control signal of each controller as an individual player. Accordingly, we would have \( N \times C \) players, each with a 1-D optimization problem. We omitted this configuration because in this scheme the divergence time associated with \( N \times C \) players might have become problematic as the number of controlled inputs would increase. Furthermore, the \( C \)-dimensional 397 problem is small enough for our optimization algorithm, and 398
Fig. 3. Benchmark network with two on-ramp metering and two speed limits. Each controller has been considered as a player.

The parameter $C$ does not vary as the number of controller increases.

The SFP algorithm of coordinated ramp metering and variable speed limits in the MPC framework can be presented as follows (see Fig. 2 for the schematic description):

1) Initialization: A set of initial values is randomly chosen for each of the ramp meters and speed limits for a given control horizon ($C$). ($u_{\text{initial}}(1 \times C)$ for $i = 1, \ldots, N$).

2) Sampling: The control values are arbitrarily drawn from the history of previously stored values for each controller with equal probability (equal to initial values for the first step). ($u_{\text{history}}(1 \times C)$ for $i = 1, \ldots, N$).

3) Optimization: Each controller finds its optimal values by minimizing the objective function of (14) over the prediction horizon, assuming that all the other controllers have taken constant values (drawn from Step 2). The METANET model is utilized as the prediction model and the SQP algorithm as a numerical optimization algorithm to find the optimal controls. $u_{*i}(1 \times C)$ for $i = 1, \ldots, N$.

4) Store: The new optimal values obtained in Step 3 are stored in the history of the players’ decisions.

5) Stop Condition: Checks whether the convergence of the fitness function for each controller has occurred (i.e., if the steady-state Nash equilibrium has been reached). If yes, then stop and repeat this algorithm for the next iteration ($k + 1$); otherwise, go to step 2.

We could say that the decision/control vector $u_{*}(N \times C)$ is the Nash equilibrium if, for each controller $i \in N$, $u_{*i}(1 \times C)$ gives the minimum TTS for all players, provided that $u_{*-i}$ (the decision variables of other controllers) are fixed at their optimum values, i.e.,

$$u_{*i} \in \arg\min J(u_{*i}, u_{*-i}).$$

This means that none of the controllers may change its control value to get a lower TTS, which is the condition of the Nash equilibrium.

In this paper, the SFP algorithm in the MPC framework is designated as the distributed optimization framework (DOF), whereas the conventional nondecomposed optimization is called the centralized optimization framework (COF).

VII. CASE STUDY

This section presents the results of a simulation case study performed on a benchmark network. The performance of the SFP algorithm is demonstrated by comparing the achieved TTS values using the DOF and COF, as well as the computational time for the DOF and COF.

A. Network Topology

To assess the performance of the proposed approach, we conducted a series of simulations on a freeway network under three control options, namely, no control, COF, and DOF (the proposed method). The network consists of three origins, including a main stream and two on-ramps. $O_1$ is the main origin connected to link $L_1$. The freeway section is 10 km long and is divided into ten segments of equal length (see Fig. 3). The freeway link $L_1$ has three lanes with a total capacity of 6000 veh/h. The last two segments of link $L_1$ (segments 3 and 4) are equipped with VMS, where speed limits are applied. At the end of link $L_1$, a single-lane metered on-ramp ($O_2$) with a capacity of 2000 veh/h is attached. The studied freeway follows via link $L_2$ with three lanes and four segments to link $L_3$. At the end of link $L_3$, another single-lane metered on-ramp ($O_3$) with a capacity of 2000 veh/h is attached. The studied freeway follows via link $L_3$ with three lanes and two segments to destination $D_1$. To prevent the spill-back of queue to the surface street, we limit the maximum queue length at $O_2$ and $O_3$ to 150 and 465.
Fig. 5. Simulation results for the no-control case. (a) Segment traffic density. (b) Segment traffic speed. (c) Segment traffic flow. (d) Origin queue length. (e) Origin flow.

In addition, we assumed that the drivers would obey the control speed displayed by speed limiters ($\alpha = 0$).

The demand profiles from the origins are shown in Fig. 4. The METANET model and the underlying optimization framework work are implemented within the MATLAB software.

B. Simulation Results

In the no-control case, when the traffic demands increase in on-ramps 1 and 2, congestion occurs and propagates through links 1 and 2 (see Fig. 5). Consequently, the density on the main stream increases, and a long queue (approximately 150 vehicles) is formed at $O_1$. In this case, the TTS is 3109 veh.h.

For the MPC system, the optimal prediction and control horizons were found to be approximately 48 and 36 steps, corresponding to 8 and 6 min, respectively. The time step for control updates was set to 1 min, which means that every minute, optimal control must be computed and applied to the traffic system. The simulation results for MPC with COF are shown in Fig. 6. The speed limits reduced the inflow and density of the critical segment, which resulted in a higher outflow. The TTS under this control was 2796 veh.h, which showed 10.06% improvement compared with the no-control case.

The results of the DOF case with the same control parameters used for the previous case are shown in Fig. 7. The TTS in this case was 2605 veh.h, which had an improvement of 16.21% compared with the no-control case and 6.15% to the COF. This result indicates that the DOF could substantially improve the network performance compared with the COF.
Fig. 6. Simulation results for the COF case. (a) Segment traffic density. (b) Segment traffic speed. (c) Segment traffic flow. (d) Origin queue length. (e) Origin flow. (f) Optimal ramp metering rates. (g) Optimal speed limit values.

Fig. 8 shows the optimal TTS at each control step for the COF and DOF approaches. It can be seen that during the congested period when the control measures are in effect, the TTS values for the DOF case are smaller than those for COF, which results in a better overall performance. This may also be explained by the formation of queues in on-ramps 1 and 2 for two cases. In the COF, the proposed control has used the capacity of the second on-ramp (80 vehicles) for most of the 2.5-h simulation time, whereas in the DOF, the capacity of the first on-ramp (150 vehicles) has mainly been used. These results showed that keeping the vehicles in the first on-ramp has more influence on reducing the TTS. Although no general statement can be made to explain this suboptimal solution achieved by COF, one possible explanation is that, in the COF, a larger search space has to be explored, which degrades the performance of the optimization method. In
In Fig. 9, a sample evolution of the best-reply convergences to the Nash equilibrium value is presented. The results depict that in a few iterations (seven iterations), the optimal TTS value is reached by all players (controllers).

It should be mentioned that our simulation was performed on a single CPU, whereas in real-time control applications, parallel CPUs could be utilized. Therefore, if we assume equal computational time for each player in the proposed simulation, then the total computational time with multiple CPUs would be one fourth of the computation time with a single CPU.
Fig. 8. Optimal TTS for the COF and DOF cases at each control step (in veh.h).

Fig. 9. Evolution of the best-reply convergence.

Fig. 10. Computation time for the COF and DOF simulations at each control step (in seconds).

This improvement in computation time is relative, which means that this time reduction is comparable when an identical software language and optimization algorithm are used for the implementation of the no-control, COF, and DOF cases. Any other implementation of the system in different programming environment or with different optimization algorithm may lead to higher or lower computation time, but the relative time reduction is expected to be the same.

VIII. CONCLUSION AND FUTURE WORK

In this paper, a game-theory-based approach has been introduced to address the computational complexity of the integrated and coordinated freeway network-control problem by employing distributed controllers. The proposed method was applied to the problem of optimal ramp metering and variable speed limits in an MPC framework. Based on the simulation results, the proposed method (DOF) achieved better performance in terms of solution quality and computation time than those for COF. Because of the parallel nature of its solution process, the proposed algorithm can be implemented in parallel in multiple CPUs, making it potentially feasible for real-time implementation in large-size freeway networks.

For future works, we will be focusing on testing the proposed method for larger networks, including more traffic controllers, to investigate changes in the convergence process as the number of traffic controllers increases.
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